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Using This Guide

This guide describes the supported configurations for running Interplay Production in a virtual
environment using VMware® vSphere® 6 and later. It provides details to help you select hardware for
host servers and to optimally configure VMs for Interplay software. This guide includes detailed
instructions for creating a virtualized Interplay Engine failover cluster.

This guide is intended for system administrators and other personnel who are familiar with VMware
technology and the Microsoft Cluster Service. The VMware examples and illustrations included in
this document might not reflect your actual version of software. For the latest information on features
of the user interface, see your VMware documentation.

This guide is subject to change and is periodically updated. Before you begin an installation,
check the Avid Knowledge Base for the latest version. The following Knowledge Base article
contains links to documentation for each Interplay Production release:

http://avid.force.com/pkb/articles/en_US/readme/Avid-Interplay-Production-Documentation

Revision History

Date Revised Changes Made

May 13, 2021 Qualification of VMware vSphere v7.0. Added support for Windows 2019
Server Standard.

November 17, 2020 Removed references about using multi-writer for disk sharing. Multi-
Writer option should not be used with Windows Failover Cluster.
Additionally, we are not writing to same disk at the same time from two or
more servers, so this setting was benign anyways.

January 6, 2020 Updated Best Practices:

* In advance of the End of General Support for vSphere 6.0, Avid no
longer supports VMware vSphere v6.0 fo r Avid Interplay Production
virtual machines. For more information, see: https://kb.vmware.com/s/
article/66977.

* vSphere v6.5 is now the minimum version supported for Avid
Interplay Production virtual machines. vSphere v6.7 is also supported.

* Any mention of the Thick Client has been removed in this update as
the Thick Client is not available in vSphere v6.5 and later.

* To ensure the best performance of your virtual machine, Avid no
longer recommends enabling the vCPU Hot Add feature when
creating the VM. For more information, see “Interplay Production VM
Recommendations” on page 19.

September 4, 2019 Updated “Media Indexer v3.8.2 and Later VM Recommendations” on
page 24 and removed vmoptions description.

February 28, 2019 Updated chapter on Interplay Engine cluster setup.

December 19, 2017 Added the following: “Media Indexer v3.8.2 and Later VM

Recommendations” on page 24


http://avid.force.com/pkb/articles/en_US/readme/Avid-Interplay-Production-Documentation
https://kb.vmware.com/s/article/66977
https://kb.vmware.com/s/article/66977

Date Revised Changes Made

September 14, 2017 Added support for vSphere v6.5 Update 1.

August 4, 2017 Updated RAM for Production Services + 4 Transcodes to 24 GB for
single application on one VM section: “One Application per VM” on
page 23

July 21, 2017 Updated RAM for Production Services + 4 Transcodes to 24 GB

July 6, 2017 Updated Capture and Router Control for the following:

e “Multiple Applications per VM” on page 21
*  “One Application per VM” on page 23

June 7, 2017 Added the following:
+ Updated “Qualified VMware Versions” on page 12

» Updated information regarding Interplay Bundle in “Working with
vCPUs and RAM” on page 20.

* New recommendation to configure all virtual volumes as Thick eager
zero. See “Setting Up Virtual Drives on Interplay Production VMs” on
page 20.

» Updated Media Indexer information and noted that Router Control is
not supported on VMs. See“One Application per VM” on page 23.

Symbols and Conventions

Avid documentation uses the following symbols and conventions:

Symbol or Convention Meaning or Action

A note provides important related information, reminders, recommendations, and
strong suggestions.

A caution means that a specific action you take could cause harm to your
computer or cause you to lose data.

A warning describes an action that could cause you physical harm. Follow the
guidelines in this document or on the unit itself when handling electrical
equipment.

A user tip provides a helpful hint that can aid users in getting the most from their
system.

RCH R > i

A shortcut shows the user keyboard or mouse shortcuts for a procedure or
command.

)
E]
B

> This symbol indicates menu commands (and subcommands) in the order you
select them. For example, File > Import means to open the File menu and then
select the Import command.

b This symbol indicates a single-step procedure. Multiple arrows in a list indicate

that you perform one of the actions listed.



Symbol or Convention Meaning or Action

(Windows), (Windows
only), (macOS), or (macOS
only)

Bold font

Italic font
Courier Bold font

Ctrl+key or mouse action

| (pipe character)

This text indicates that the information applies only to the specified operating
system, either Windows or macOS.

Bold font is primarily used in task instructions to identify user interface items and
keyboard sequences.

Italic font is used to emphasize certain words and to indicate variables.
Courier Bold font identifies text that you type.

Press and hold the first key while you press the last key or perform the mouse
action. For example, Command+Option+C or Ctrl+drag.

The pipe character is used in some Avid product names, such as Interplay |
Production. In this document, the pipe is used in product names when they are in
headings or at their first use in text.




If You Need Help

If you are having trouble using your Avid product:

1. Retry the action, carefully following the instructions given for that task in this guide. It is
especially important to check each step of your workflow.

2. Check the latest information that might have become available after the documentation was
published. You should always check online for the most up-to-date release notes or ReadMe
because the online version is updated whenever new information becomes available. To view
these online versions, select ReadMe from the Help menu, or visit the Knowledge Base at
www.avid.com/support.

3. Check the documentation that came with your Avid application or your hardware for
maintenance or hardware-related issues.

4. Visit the online Knowledge Base at www.avid.com/support. Online services are available 24
hours per day, 7 days per week. Search this online Knowledge Base to find answers, to view
error messages, to access troubleshooting tips, to download updates, and to read or join online
message-board discussions.

Avid Training Services

Avid makes lifelong learning, career advancement, and personal development easy and convenient.
Avid understands that the knowledge you need to differentiate yourself is always changing, and Avid
continually updates course content and offers new training delivery methods that accommodate your
pressured and competitive work environment.

For information on courses/schedules, training centers, certifications, courseware, and books, please
visit www.avid.com/learn-and-support and follow the Training links, or call Avid Sales at 800-949-
AVID (800-949-2843).


http://www.avid.com/support
http://www.avid.com/support
http://www.avid.com/support

EJ Virtual Environment with VMware Best
Practices

The following topics describe best practices for an Interplay Production virtual environment:
*  Overview

*  Qualified VMware Versions

*  Minimum vSphere Environment Specifications

*  VMware Validation Environment Details

*  Managing Virtual Resources

*  Maintaining VMs on Shared Storage

* Interplay Production VM Recommendations

*  Media Indexer v3.8.2 and Later VM Recommendations
* Interplay Engine vCPU and RAM Recommendations

*  MPI VM Recommendations

*  Managing and Monitoring VM Resources

*  VMware Networking Best Practices

*  Best Practices for Working with Snapshots

Overview

Virtualization of Interplay Production components provides the following benefits:

*  Deploy and operate multiple Avid applications on a single physical server (e.g. Avid Interplay
Production components, Avid MediaCentral Platform Services, Avid INEWS)

*  Consolidate hardware to get higher productivity from fewer physical servers
*  Reduce power consumption and cooling requirements
*  Simplify the process of managing IT operations

*  Make it easier to deploy new versions of software in a production environment
For an overview of virtualization, see the following link:
https://www.vmware.com/pdf/virtualization.pdf

For detailed information about VMware and vSphere, see the following link:

https://www.vmware.com/products/vsphere/


https://www.vmware.com/products/vsphere/
https://www.vmware.com/pdf/virtualization.pdf

Overview

Definition of Terms

The following table defines some of the commonly used terms associated with virtualization:

Term Definition

Virtualization Refers to the act of creating a virtual (rather than actual) version of something, including (but not
limited to) a virtual computer hardware platform, operating system (OS), storage device, or
computer network resources.

VM Virtual machine

vCPU Virtual CPU

ESXi The OS of a VMware host server. This can refer to either the free release, or any one of the
licensed editions. The same installer is used for all (same installation instance can have any of the
licenses applied to it).

VMware host Physical server with ESXi installed on it. Utilized for physical resources such as CPU, RAM,

vCenter Server

Virtual appliance

vSphere

vSphere client

vMotion

vSphere HA

MPIO

network, SAN connections, or local datastores.

A server used to administer VMware host servers or vSphere clusters. The vCenter server can be
one of the following:

* A Windows server (physical or virtual)
* A virtual appliance

vCenter provides tools and a central interface for managing all connected VMware hosts and
VMs, including migration through vMotion (see the definition below). vCenter also simplifies
the process of updating your hosts using the VMware Update Manager component. If the
VMware Update Manager is not used, administrators must update each host manually via the
command line interface (CLI).

A pre-configured VM that’s available for importing into an existing vSphere environment. Often
using a Linux OS.

Combination of ESXi host servers and a vCenter Server configuration.

& For information about supported versions of vSphere, see “Qualified VMware Versions” on page 13.

A Windows or Mac system capable of connecting to the vSphere server. The connection is
established through a web portal (Windows or Mac).

Also known as a migrate task, vMotion can be used to move a live VM from one host server, or
one datastore, to another without any down time. Often coupled with shared storage. Storage
vMotion can be within a single host server or SAN (or group of datastores on a single SAN
configuration/cluster). It can be within a single host only if the host has multiple datastores
configured for use.If an administrator needs to move a VM between host servers with only local
datastores, the task is only available on a “cold” (powered off) VM.

A feature that enables a cluster with High Availability. If a host goes down, all virtual machines
that were running on the host are promptly restarted on different hosts in the same cluster.

When you enable the cluster for vSphere HA, you specify the number of hosts you want to be
able to recover. If you specify the number of host failures allowed as 1, vSphere HA maintains
enough capacity across the cluster to tolerate the failure of one host. All running virtual machines
on that host can be restarted on remaining hosts. By default, you cannot turn on a virtual machine
if doing so violates required fail over capacity.

Multi Path In/Out. A common configuration to improve performance with shared storage.

11



Overview

Term

Definition

I0PS

virtual core

LUN

VMXNet3

Input/Output Operations Per Second. A unit of measure for datastores (local or shared).

Similar to the concept of physical processors cores and sockets, a virtual core is a subdivision of
a virtual socket, For example, an Intel ES-2640 v3 Xeon processor has 8 cores per processor. A

VM can be configured to have X virtual cores per virtual socket allocated to it. Such as 2 virtual
sockets with 2 virtual cores each, giving the VM 4 vCPUs.

Logical unit number. A reference to a logical grouping of drives.

VMXNET Generation 3. This is a virtual network adapter designed to deliver high performance
in virtual machines (VMs) running on the VMware vSphere platform. VMXNET3 has the same
features as the VMXNET?2 adapter but with added functionality to minimize I/O virtualization
overhead. To enable VMXNET3, VMs need to be on virtual hardware version 7 or later and may
need VMware Tools installed, depending on which guest operating system (guest OS) is being
used.

VMXNETS3 allows for 10 Gb (or higher) network speeds. If the VMware host’s network adapter
is not capable of 10 Gb speeds, two VMs located on the same host can still take advantage of the
higher bandwidth as the network traffic is not leaving the host server.

Limitations

The following limitations apply to this release:

The information in this document applies only to an Interplay Production or Production
Management environment. It does not apply to other Avid products.

Virtualization is supported on Interplay Production v3.3 and later releases only. Virtualized
Interplay Engine failover cluster is supported on Interplay Production v3.5 and later.

Supported virtual server (VM) operating system: Windows Server 2012 R2 and Windows Server
2016, and 2019 Standard.

- Interplay Engine cluster is supported on Windows Server 2016 only starting at Interplay
2018.11.

Starting with MediaCentral Production Management v2021.3, all VMware qualification is
performed using vSphere v7.0 only.

VMware fault tolerance is not currently supported.

Virtualization with Microsoft Hyper-V is not currently supported.
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Qualified VMware Versions

Qualified VMware Versions

VMware vSphere 6.5 is the minimum supported version for Avid Interplay Production in a virtual
environment. Avid has also tested vSphere v6.7 and VMware vSphere 7.0 and encourages users to
update to this version of VMware whenever possible to take advantage of the latest fixes and features
included in this release.

VMware 6.5 and later does not support the VMware Thick Client. Therefore, access and setup can be
accomplished through the web (thin) client only. The web client can only connect to the vCenter
server.

If you encounter an issue in the vSphere or vCenter software that is addressed by a VMware update,
Avid might require you to upgrade the VMware environment.

Avid recommends applying security patches to the VMware host servers on a quarterly basis (at
minimum). If higher security risks are identified, shorter intervals of time are recommended.

Whenever planning an upgrade to the VMware software, you should make sure to plan for the
appropriate down-time. Upgrades often require one or more reboots of the VMware servers.
Additionally, Avid recommends taking a snapshot of the vCenter Server before any update. See “Best
Practices for Working with Snapshots™ on page 30.

For complete details regarding VMware version compatibility, see https:// www.vmware.com/.

Minimum vSphere Environment Specifications

The following table lists the minimum vSphere environment specifications for running Avid
Interplay Production Servers as Virtual Machines. When purchasing a system, use the following
specifications, their equivalent, or better. For optimal performance, Avid recommends that you meet
or exceed the specifications listed in “Host Server VMware Validation Configuration” on page 14. In
general, follow VMware best practices when setting up a system.

Processor Intel Xeon E5-2640. ES-2600 v3 is recommended and v4 is highly recommended.

Number of Processors 2 physical sockets per host. Set processors to performance options. Do not use power

saving settings.

RAM Sufficient to provide requirements without exceeding 75% of RAM installed in host
server.

Datastore/storage Varies depending on actual servers/services being used.

(VM storage location)

Network connections Be able to provide a 1GbE connection per Avid Interplay Production VM. This can be a

group of 1 Gb, or one or more 10 Gb connections, depending on your environment. If
possible, Avid recommends using a group of 10Gb connections for maximum
throughput.

Minimum vSphere license  Standard Edition.
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VMware Validation Environment for Interplay Production

Operating system

VMware vSphere 6 Update 2 (includes ESXi and vCenter) is the minimum suppported
version. vSphere 6.5 Update 1 is also supported. For additional information, see
“Qualified VMware Versions” on page 13.

vCenter (Standard) server is available as software installation for a Windows Server /
VM or as a virtual appliance provided by VMware. Avid highly recommends running
vCenter as a Windows VM rather than the VMware virtual appliance.

VMware Validation Environment for Interplay

Production

This section lists the specifications for the hosts servers and SAN used for the Avid VMware
validation environment. Avid followed the VMware best practices for setting up the validation

environment.

Host Server VMware Validation Configuration

Avid used the Dell PowerEdge R730 as a validation system for the host server and the vSphere
cluster. The following table lists the technical details of the server:

Processor

Form factor

Number of Processors
Processor Base Frequency
Number of Cores

Number of Threads

Intel Smart Cache

QPI Speed

RAM

Drives

PCle 3.0 Slots

Power Supply

Networking

Intel Xeon E5-2640 v3

A 2U system (R730) was used for testing to allow greater flexibility for adding PCI
cards and extra drives.

2

2.6 GHz

8 per processor

16 per processor

20 MB

8 GT/sec

128 GB DDR4 RDIMM - ECC

Tested with SAN instead of internal drives

6

Dual, Hot-plug, Redundant Power Supply (1+1), 495W

QLogic 57800 2x10Gb SR/SFP+ + 2x1Gb BT Network Daughter Card, with SR Optics
for the following

* iSCSI SAN: Qualified with Dual 10GbE w/SFP + CNA (iSCSI offload). Note that
SAN connections will depend on the site SAN configuration.

*  vMotion and Host Management: Dual 1GbE for each

Intel 350 quad port 1GbE NIC

Additional NICs tested:

*  QLogic 57810 DP 10Gb SR/SFP+ Converged Network Adapter, with SR Optics
*  Mellanox MT27500 ConnectX3
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VMware Validation Environment for Interplay Production

Operating system

VMware ESXi 6

SAN VMware Validation Environment Configuration

This section lists the specifications for the EqualLogic PS6210X used for VMware validation.

Model

RAID Controller
Network Interfaces
Management network

Interface ports

Cache level

Controller configured

Drives

EqualLogic PS6210X configured as RAID 50

Dual controllers with 16GB non-volatile memory per controller
10GbE connectivity

One (1) I00BASE-TX per controller

Two (2) I0GBASE-T with RJ45 or two (2) 10GbE SFP+ for fibre or twin-ax copper
cabling per controller

16GB per controller

active/standby

One controller is active, the second is standby. Ports on the active controller are fully
active while connections are good. If one port on the active controller loses its connect,
its mirror on the standby controller becomes live. Maximum configured transfer rate is
20Gbps from SAN.

24 total hard drives (2 configured as spares). Configured RAID 50. Total available size
is of approximately 17 drives providing 14.1 TB of space. 22 spindles are available for
performance of array (spares are not “online” for capacity/use). Drives are 2.5 inch;
10,000 RPM; 12Gb/s SAS drives (Seagate ST900MMO0006 Enterprise Performance
10K HDD) For details on the Seagate drives used, see the following link:

http://www.seagate.com/internal-hard-drives/enterprise-hard-drives/hdd/enterprise-
performance-10K-hdd/

For details on the EqualLogic PS6210X, see the following link:

http://www.dell.com/en-us/work/shop/povw/equallogic-ps6210-series

VMware Validation Environment Details

The following list provides details for each VMware host and iSCSI SAN used by Avid for validating
Interplay Production applications on ESXi.

*  Dual SD card module (2 x 16GB) set in mirrored configuration

* 1iDRACS Enterprise configured with IP addresses and local user accounts

« ESXi 6 installed on the Dual SD card module inside the host servers

*  Management network configured with Dual 1GbE ports. vMotion with Dual 1GbE ports

»  Assigned Enterprise Plus license on all three host servers.

»  Each host was configured to use SysLog datastore (10GB) for host server log files. This was
necessary due to the use of the SD module for ESXi installation.
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VMware Validation Environment for Interplay Production

* iSCSI SAN connected up to host servers via S4810 (10GbE) switch. With QLogic 57800 10GbE
ports (two per host) optimized for MPIO.

*  The SAN validation system presented four 1 TB LUNs configured as a datastore cluster within
vCenter. Storage DRS is set to fully automated.

VMware Validation Environment Configuration

The following illustration shows the validation environment configuration. In the PDF version of the
guide, zoom in on the illustration to view details.

This illustration shows one possible combination of network configuration. This may, or may not, be
a 100% match for your environment. Consult your network team to properly design the layout.
Redundancy for network connections is highly recommended to avoid bandwidth limitations,
contentions, and possible failures.

iSCS|/SAN To core switch

ISIS

[ETITeT
Dell 54810
10G switch

EqualLogic PS6210X SAN

Cisco 2960G 1Gb switch

Uplink to 10G switch

M Host Management [2x1Gb] VLAN 110

[ vMotion [2x1Gb] VLAN 110

[ SAN Management [2 connections] VLAN 120

[l iSCSI [10G] VLAN 120

I 1SIS [10G]

Il iDRAC [1Gb] VLAN 110

[l Virtual Machine — Utility network [1Gb] VLAN 110

The following items apply to the graphic:

*  vMotion and Host Management traffic run over one VLAN with two (1Gb) pNIC connection
each.

» iSCSI traffic must be isolated to its own VLAN (10Gb connections). SAN will have 4 10Gb
connections (active/standby) going to 10Gb switch.

* 2 10Gb ISIS connections are configured for each host.
*  Host servers use dual 10Gb QLogic 57800 connections for iSCSI.
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Managing Virtual Resources

1 GbE connections for Management and vMotion are shown in the previous illustration. Depending
on environment and other design factors, 10 GbE connections can be used. If 10 GbE connections are
used, be sure to have enough bandwidth to support vMotion tasks without impacting production
servers. Avid recommends changing the LOM/onboard card to a Quad 10GbE configuration (such as
the QLogic 57840s within the Dell R630/730 servers) along with the Dual 10GbE PCI card.

Managing Virtual Resources

A VM (also referred to as a virtual machine or a virtual server) contains the following basic
components:

 An OS on a virtual disk
*  Virtual memory
« vCPUs

» A virtual network adapter

As long as the host resources are not oversubscribed, multiple VMs can run on the same host server.
Host hardware and VM resource requirements can vary greatly, so the number of simultaneous
virtual machines can also vary. System administrators must monitor resource usage to determine if
the host can support additional VMs.

In the Avid validation scenario, the SAN contains the physical drives that are presented as four 1 TB
LUNSs. Then vCenter takes the LUNS and uses them as datastores for the VMs.

Physical servers often benefit from more CPU resources than are needed without showing any
negative effects. However, this is not the case for VMs. There are many cases where allocating more
vCPUs actually results in performance degradation, especially if the applications on the VM are not
multi-threaded. When creating virtual machines, best practices suggest allocating the minimum
amount of resources to the VM and increasing the resources as needed. This means that you
generally want to allocate fewer vCPUs to the VM than you might want to (initially).

Maintaining VMs on Shared Storage

The following illustration shows an example of Interplay Production applications installed across six
VMs with three hosts servers and a shared storage system. Actual VM resource assignment across
hosts can vary. This is just one example. For the Avid validation configuration, VMs were spread
across three Dell R730 host systems and the SAN was an EqualLogic PS6210X configured as RAID
50.
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Maintaining VMs on Shared Storage

VMware Host Sever 01

VMOLI: Interplay Engine, MI, LUS

VMO02: Production Services Engine, 4 Transcode Services

VMware Host Sever 02 A VMware Host Sever 03

VMO5: Copy/Move Providers \\//1\1\//[[82 Kltel?layRTraHSfek Med
VMO6: STP Encode, CDS, Delivery, - Archive/Restore, Auto Media

Delivery Receiver

SAN Array

Services, Consolidate, Automation service

. VMs stored on the SAN and run using
* compute resources from an ESXi host server

W N Host Management
vCenter
vMotion

This method has the following benefits:

All the files that make up the VM are on the SAN. vCenter manages how the VMs use the host
servers.

vCenter can automatically load balance the servers and you can also use the vCenter application
to manage the balancing yourself. Options are fully automated, partially automated, and manual.

If a host server goes down, vCenter can be configured to automatically shift the VMs’ compute
resources to another host server. This includes the vCenter VM.

Host servers do not need to contain hard drives. ESXi can be installed on flash media.

Be aware of the following drawbacks if you store the VMs on the individual host servers:

You store the VMs on the individual host servers. Relies on RAID card configuration options
selected for performance.

You must manually balance the VMs between the host servers. Moving a VM from one server to
another requires that you shut down the VM and manually migrate the VM to the other host
server.

If a host server goes down, you lose access to the VMs that were running on that host until the
host is restored.

18



Interplay Production VM Recommendations

Interplay Production VM Recommendations

This section provides information for creating VMs with Interplay Production applications.

Host Server and SAN Specifications

For host server recommendations, see the configuration listed in “Host Server VMware Validation
Configuration” on page 14. If you are not using a SAN and are using local storage, Avid recommends
the following:

For internal drives on a single standalone host: 8 10K or 15K RPM 2.5-inch SAS drives using a
Hardware RAID controller, configured as RAID 10, with NVRAM of 1GB or greater. For
example, Dell PERC H730.

For SAN recommendations, see “SAN VMware Validation Environment Configuration” on page 15.
As with the Host server specifications, Avid recommends an equivalent or better system, or one that
can provide the performance the Avid VMs require.

Network Adapters

The following network adapters are qualified and recommended:

QLogic 57800, 57810, 578x0 (includes the 57840), QLE3442 (not for iSCSI), QLE8442
Mellanox ConnectX 3
Cisco UCS VIC 1340 (or 13x0) plus UCS 2208XP Fabric Extenders

The following network adapters are not supported:

Intel X520
Myricom Myri-10G

Common VM Settings

The following settings are common recommendations across all configurations:

Enable “Memory Hot Plug” so that you can dynamically allocate RAM to the VM without
shutting it down.

Avid does not recommend enabling the vCPU “Hot Add” feature as this can disable VYNUMA
support for the virtual machine which can lead to a degradation in system performance. If you
need to add additional vCPUs, you must shut down the virtual machine and then increase the
system resources.

When determining the number of cores, each virtual socket should include two virtual cores. For
example a VM configured for 8 vCPUs would consist of 4 sockets, each with 2 cores.

You can add more cores per socket. However, the core count should always be an even number.
Make sure that the VMware tools or open-vm-tools are installed and up to date.

For more information, see Introduction to VMware Tools, or Using Open VM Tools on the
VMware Docs site. The VMware support for open-vm-tools page on the VMware Knowledge
Base provides additional information.
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Interplay Production VM Recommendations

*  VMXNET 3 is the required network adapter for all virtual machines.

*  To protect your most sensitive virtual machines, deploy firewalls in virtual machines that route
between virtual networks with uplinks to physical networks and pure virtual networks with no
uplinks.

Setting Up Virtual Drives on Interplay Production VMs

Interplay Production physical servers typically have two drives.
*  One drive (C:) to install the application software

* A second drive (D:) for the Interplay Engine database (non-cluster configuration) or as
temporary storage for the application installers

The following table lists the recommendations for the virtual drives. For maximum performance,
Avid highly recommends using Thick Provisioned, Eager Zero for all Avid Interplay Production
virtual drives. This applies to volumes created on both local storage and shared storage arrays. For
more information and recommendations, contact your Avid Sales Representative.

Applications Virtual C:\ drive Virtual D:\ drive Comments

Interplay Engine (non-clustered) 80 GB 500 GB D:\ drive is for the Interplay
Production database

Media Indexer 500 GB 50 GB Media Indexer uses the C:\
drive for database and log
storage.

All other Interplay Production 80 GB 50 GB

application VMs

For information on virtual drives for an Interplay Engine failover cluster, see “Add Shared Storage
Volumes to the First Node” on page 69.

Software Licensing

Interplay Production v3.3 introduced software licensing, which eliminates the need for
dongles.Information on using software licensing is included in the Interplay | Production Software
Installation and Configuration Guide for v3.3 and later.

Working with vCPUs and RAM

The two sections included here list recommendations for running multiple applications on one VM
and for running single applications on a single VM. For additional information on adding vCPUs and
RAM, see “Managing Virtual Resources” on page 17. For optimum performance of your VMs,
contact you Avid Sales Representative.
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Multiple Applications per VM

Interplay Production VM Recommendations

The following table lists recommendations for combining applications. Applications are grouped
together based on their relationship to each other in the Interplay Production environment.

Applications can be grouped differently depending on the workflow at the site and the amount of
load placed on individual applications. Consult your Avid representative for workflow related issues.
For additional information on allocating vCPU resources, see “Managing and Monitoring VM

Resources” on page 29.

Applications Running on Single VM vCPUs Memory Comments
Interplay Engine, Media Indexer, 4vCPUs 32GBRAM MIv3.6.x and later
12GBRAM  MI v3.5 and earlier
Combining MI and Interplay Engine
on the same VM is no longer
recommended for new installations.
See “Combining Interplay Engine
and Media Indexer on the same
VM” on page 22.
Production Services Engine and 8 vCPUs?* 24 GBRAM  Anti-affinity rule®
4 Transcode Services
STP Encode, Delivery, Delivery Receiver, 4vCPUs 12 GBRAM
Auto Production Services,
Production Automation Service
Interplay Transfer, ASF, ISIS client 2vCPUs 12 GB RAM
Archive/Restore providers, 2vCPUs 12 GBRAM
MCDS (MediaCentral Distribution Service)
Interplay Consolidate service
Copy and Move Providers. 2vCPUs 12GBRAM  Affinity rule®
ASF
ISIS client
Interplay Capture and Router Control 4vCPUs 12 GBRAM  Capture v3.8 and Router Control
v3.8 and later. Windows 7
Compatibility Mode is not required.
Additional Interplay server applications such 2 vCPUs 12 GB RAM
as LUS, Transfer Cache, Interplay Web
Services
DNS, AD, DHCP 2vCPUs 8 GBRAM These applications can be added as

an extra VM depending on IT
department policy,

a. During testing the Transcode services consumed 8§ cores of processing power equal to 50% of total host CPU resources.
b. Anti-affinity rule: Two different Transcode VMs should not coexist on the same host
c. Affinity rule: Copy and Move VMs can only exist on a host server that contains a dedicated 10 Gb port group.
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Interplay Production VM Recommendations

Combining Interplay Engine and Media Indexer on the same VM

A configuration that combines an Interplay Engine and Media Indexer on the same hardware system
or VM is referred to as an Interplay Bundle. Installing an Interplay Bundle on a single VM is no
longer recommended for new installations. It is a more efficient use of resources to give each
application its own VM.

Existing installations can continue to use an Interplay Bundle on a single VM if the site meets the
following requirements:

*  Maximum Interplay concurrent client count = 30

Concurrent client count refers to applications that need to log in and perform asset management
functions such as check in, check out, and search. The current number of connections relevant
for an Interplay Bundle configuration is basically the amount of connections displayed in the
Interplay Administrator application. Click Server > Server Information and check the “Number
of Connected Clients”.

*  Recommended maximum number of data sources loaded into the MI database = 500,000.

The term data sources basically represents the number of files monitored by the Media
Indexer.You can get an estimate of the number of data sources by viewing the Statistics tab on
the Media Indexer web interface. For all MI v3.x versions, you can also obtain a rough estimate
by combining the Files count values in the Storage Statistics and AMA Storage Statistics views.

*  Recommended maximum number of shared storage workspaces monitored by Media Indexer =
20

Interplay v3.7.x is the last release that supports running an Interplay Bundle on a VM.
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Interplay Production VM Recommendations

One Application per VM

This section shows the recommended configurations when running one application per VM. In the
case of Transcode, there are either two or four Providers running on the same VM. For additional
information on allocating vCPU resources, see “Managing and Monitoring VM Resources” on

page 29.
Network
Application Small/Large Broadcast or Post Site Interface Comments
Interplay Engine 4 vCPUs 12 GB RAM/ 1 Gb? Search performance may
i by adding additional
12 vCPU 32+ GB RAM ‘prove by acctis .
v ® vCPUs. Add 2 vCPUs at a time.
See “Interplay Engine vCPU and
RAM Recommendations” on
page 27
Interplay Archive 4 vCPUs 12 GB RAM/ 1 Gb
Engine 12 vCPUSs 32+ GB RAM
Media Indexer See “Media Indexer VM Recommendations” 1 Gb
on page 24
Production Services  2-4 vCPUs 12 GB RAM 1 Gb
Engine
Transcode service 4 vCPUs 12 GB RAM 1 Gb Anti-affinity rule®
2 Providers
Transcode service 8 vCPUs® 24 GB RAM 1 Gb Anti-affinity rule
4 Providers
Copy provider 2-4 vCPUs 12 GB RAM 10 Gb Affinity ruled
Move provider 2-4 vCPUs 12 GB RAM 10 Gb Affinity rule
Delivery provider 2-4 vCPUs 12 GB RAM 1 Gb Providers sending multiple jobs
at the same time may require at
least 4 vCPUs.
Delivery Receiver 2-4 vCPUs 12 GB RAM 1 Gb See above.
provider
Archive provider 2-4 vCPUs 12 GB RAM 1 Gb See above.
Restore provider 2-4 vCPUs 12 GB RAM 1 Gb See above.
Interplay Capture and 4 vCPUs 12 GB RAM 1 Gb Capture and Router Control can
Router Control® be run on the same VM.
Interplay Web 2 vCPUs 12 GB RAM 1 Gb
Services
a. All Virtual NIC connections use VMXNET 3 protocol
b. Anti-affinity rule: Two different Transcode VMs should not coexist on the same host
c. During testing the Transcode services consumed 8 cores of processing power equal to 50% of total host CPU resources.
d. Affinity rule: Copy and Move VMs can only exist on a host server that contains a dedicated 10Gb port group.
e. Capture v3.8 and Router Control v3.8 and later do not require Windows 7 Compatibility Mode.
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Media Indexer VM Recommendations

Media Indexer VM Recommendations

This section describes the vCPU and RAM recommendations for Media Indexer.

Media Indexer v3.5 and v3.4.3 VM Recommendations

The following table shows the vCPUs and RAM recommendations for a given number of data
sources monitored by Media Indexer v3.5 or v3.4.3. To estimate the number of data sources for
Media Indexer v3.5 and v3.4.3, add the Files values in the Storage Statistics and AMA Storage
Statistics views of the Media Indexer web interface.

Storage Statistics > Files Recommend RAM for
+ AMA Storage Statistics > Files Recommended vCPUs MI v3.5 or v3.4.3
100K 4 vCPUs 12 GB

150K to 500K 8-10 vCPUs 16 GB

500K to 1 million 10 vCPUs 16 GB

1 million to 5 million 12 vCPUs 16 GB

Media Indexer v3.8.2 and Later VM Recommendations

This section describes how to determine the vCPU and RAM allocation for Media Indexer v3.8.2 and
later. Note that Media Indexer v3.6.x and later requires additional RAM because of the addition of
the MongoDB database. In addition, Media Indexer v3.8.x adds memory management features and
communication improvements between the Media Indexer servers.

Media Indexer v3.8.2 and later is recommended for Interplay v3.6 and later systems. You can use a
Media Indexer v3.8.2 server with MI v3.7.x clients. This allows you to upgrade the clients as time
allows.

The following table shows the vCPUs and RAM recommendations for a given number of data
sources monitored by a Media Indexer. For a description of the term data sources, see the Interplay
Best Practices Guide.

MongoDB Information/ Recommend RAM for
Items Count (data sources) Recommended vCPUs MI v3.8.2 and Later
100K 4 vCPUs 32GB

150K to 500K 8-10 vCPUs 32GB

500K to 1 million 10-12 vCPUs 32 GB

1 million to 2.5 million 12-14 vCPUs 64 GB

5 million 12-14 vCPUs 120 GB
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Media Indexer VM Recommendations

Media Indexer v3.8.2 and Later RAM Recommendations

For performance reasons, as much as possible of the MongoDB database should be held in RAM.
The size of the MongoDB database is dependent on the number of data sources monitored by the
Media Indexer. This section describes how to plan for loading all of the MongoDB database into

RAM.

The number of data sources currently stored in the database is listed in the MI web interface on the

Statistics tab as follows:

Statistics tab > MongoDB Information > FiDataSource Information > Items Count

This information combines the data source information for both MXF media files and AMA media
files. The following illustration shows the Items Count value for a system monitoring 500000 data

sources.

MongoDB information

MongoDB Information

L) Status: Available
Yarsian: 324
Address: pertest-MI03:27017
Database Mame:; indexer
Collections: 4
lterms Count: a000454
Awverage ltem Sizedin KB): T
Data Size {in KB): 3652546
Storage Size (in KB): 743540
Indexes: 18
Index Size {in KB 132064
FiDataSource Information
Collection Mame: fiDatasSource
Schema Yersion: 1.0.3
[tems Count; anooon
Storage Size {in KB): 743484
Indexes: 10
Index Size (in KB 131880

Determining the Amount of RAM for Media Indexer v3.8.2 and Later

You can calculate the amount of RAM required by multiplying the average amount of space that a
data source occupies in the database times the number of data sources. On average, the average size
is 10 KB, typically between 9 and 11 kB. The actual size depends on factors such as the custom
attributes persisted in media files and the complexity of format descriptors. Both may increase in size
depending on workflow and media creation.
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Media Indexer VM Recommendations

These calculations take into account the fact that starting at Media Indexer v3.8.x, when the Media
Indexer service starts up on a Media Indexer server, it automatically allocates RAM as follows:

*  40% RAM to MongoDB
*  40% RAM to the AvidMI.exe process

*  The remainder is available to the operating system

There is a one-to-one correspondence between OpAtom mxf media files and data sources. If your site
uses only OpAtom mxf media files you can use the following calculations directly. If the site also
uses AMA media files, see “Calculations for AMA Media” on page 26.

For 1 million data sources, the calculation is as follows:

1 million * 10 KB =10 GB
10GB = 40% of (total RAM needed)
Total RAM needed = 10/.4 =25GB

That is why the table lists 32 GB as a recommended (rounded up) amount of RAM for 1 million data
sources.

For 2.5 million the calculation is as follows:

2.5 million * 10 KB =25 GB
25GB =40% * (total RAM needed)
Total RAM needed = 62 GB

So 64 GB is enough RAM for 2.5 million data sources as shown in the table.

When you get closer to 5 million data sources the amount increases - up to120 GB for 5 million data
sources.

Calculations for AMA Media

When providing an estimate of how many data sources will be added to a site over time, the results
are different for OpAtom mxf media files and AMA media files.

*  OpAtom mxf media files have a one-to-one correspondence with the data source count. So,
adding 1000 OpAtom mxf media files over time is the same as adding 1000 data sources.

* Each AMA media file is represented in the MongoDB database by multiple data sources. One
data source for each audio and video track. For example, if the average AMA clip contains 1
video track and 8 audio tracks, then each time you add an AMA media file you are adding 9 data
sources. Adding 1000 AMA media files in this case adds 9000 data sources. This will increase
the RAM requirements compared to adding only OpAtom mxf media files.

The Items Count value in the MI web interface described earlier shows the current combined data
sources for both OpAtom mxf and AMA data sources. You can use that to calculate how much RAM
you currently need. When you estimate the future total number of data sources for a site using AMA
material you need to include the average number of audio and video tracks as part of the AMA
portion of the calculation.
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Interplay Engine vCPU and RAM Recommendations

The minimum Interplay Engine vCPU recommendation for a large system is 12 vCPUs. Monitor and
increase as needed.

To determine the amount of RAM needed for an Interplay Engine VM:
1. Open Interplay Access and launch the Interplay Administrator client from the Tools menu.
2. Open the Database Information view.
3. Open the Database Statistics tab and check the value of Database Pages Total.
4. Use the following calculation to determine the amount of RAM needed:
(“Database Pages Total” x 4Kb) + 4GB = the currently needed RAM size

By monitoring and then interpolating the growth of “Database Pages Total” you can predict how
much RAM you will need over time.

MPI VM Recommendations

Many of the recommendations for virtualized Interplay Production systems remain applicable to
VMs hosting MAM / PAM Integration (MPI) services. This section highlights any variations
between the Interplay Production and MPI virtual machines.

The following table lists recommend vCPUs based on the number of datasources (files) monitored by
the Media Indexer.
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MPI VM Recommendations

Working with vCPUs and RAM

The following table lists recommendations for running multiple applications on a single VM. For
additional information on adding vCPUs and RAM, see “Managing Virtual Resources” on page 17.
For optimum performance of your VMs, contact your Avid representative.

Multiple Applications per VM

Applications can be grouped differently depending on the workflow at the site and the amount of
load placed on individual applications. Consult your Avid representative for workflow related issues.
For additional information on allocating vCPU resources, see “Managing and Monitoring VM
Resources” on page 29.

Applications Running on Network
Single VM vCPUs Memory Interface n Comments

MPI Dispatcher and PAM Adapter 4 vCPUs 8 GBRAM VMXNET 32

MPI Worker (one or more) 4vCPUs 16 GBRAM VMXNET 3? See “Configuring Multiple Workers on a
Single VM” on page 28 for additional
details.

a. Hardware-based configurations require a 1 Gb network adapter for the Dispatcher and 10 Gb adapters for Worker machines.
VMXNET 3 adapters are capable of scaling to 1Gb, 10 Gb, and higher depending on the available bandwidth of the network
infrastructure.

Configuring Multiple Workers on a Single VM

MPI Workers are designed as multi-threaded applications which allows multiple Workers to operate
efficiently on a single system. However, while multiple Workers can be installed, there is an eventual
performance trade-off between total workers on a single machine and media re-wrapping time. Use
the following table as a guideline to determine how many Workers should be installed on a single
VM to best accommodate your workflow.

Workers on one machine Workers on two machines
Number of Workers 1 12 16 6+6 8+8
Op-Atom to OP1A (Archive to MAM) 0:39 2:10 2:46 1:30 1:58
OP1A to Op-Atom (MAM Restore) 0:30 1:30 2:00 1:10 1:37

Review the following:

*  Performance testing was completed using a five-minute piece of XDCAM-HD 50 10801/50
media.

*  Values in the table represent encoding times in minutes:seconds.

*  Values for VMs with multiple Workers indicate that all Workers are active and simultaneously
processing jobs.

*  “Workers on one machine” refers to the total amount of workers installed on a single Windows
VM server.

*  “Workers on two machines” refers to the same number of workers (12 or 16) as in the “one
machine” configuration, but the workers have been distributed across two Windows VM servers.
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Managing and Monitoring VM Resources

As part of Avid’s best practices for running Interplay Production on VMs, enable the following
Alarm Definitions from within vCenter Server:

*  Virtual machine CPU usage
*  Virtual machine memory usage
*  Host CPU usage

*  Host memory usage

The trigger parameters should be left at the default settings. Enable email notification and provide a
monitored email address for these alarms.

Be aware that there will be instances where an alarm will be tripped for one of the virtual machine
items that won’t require any action being taken.

For example, while running a VM with four Transcode Services installed (at a ratio of 1 transcode
service per 2 vCPUs) and running, alerts were generated that the VM was experiencing high CPU
usage. At first in excess of 75%, a ‘yellow’ alert status. Then in excess of 95%, a ‘red’ alert status.
Upon investigation it was determined that the OS within the VM was also showing high CPU usage
(ranged from around 80% to around 95%). The VM was consuming physical cores equal to half of
what the host server had inside it. In essence, the VM was actually consuming more than half the
GHz that the host listed as the total available. Capacity of the validation environment hosts was 41.58
GHz (16 2.6 GHz cores — ESXi overhead). The VM used a maximum of 22 GHz.

During this time, however, transcode performance was not impacted. Time to transcode was actually
better than if only one, or two, transcode services were running on the same VM. Even though the
VM was using less host resources during this time. It was during these tests that the ratio of 1
transcode service per two vCPUs was determined.

If transcode performance had been degraded during the high CPU usage time frame, then it would
have been reasonable to increase the vCPU allocation. But, since it was not, increasing the vCPU
allocation would have resulted in degrading the performance of the VM (opposite of the desired
affect).

Transcode performance can depend on source and target resolutions. For more information, contact
your Avid Sales Representative.

Monitoring vCPU Usage at Large Sites

For large sites, monitor the VM’s CPU consumption levels at both the host (or vCenter) level as well
as within the VM itself. IF vCenter reports high CPU usage (over 95%) for extended periods, and the
CPU usage inside the VM (VM OS level) also report very high usage (over 98%), and there is a
performance degradation, increase the amount of vCPUs allocated to the VM. All vCPU increases
should be in small increments (no more than 2 at a time). After adding the CPU resources, monitor
the VMs performance to determine if additional resources are required. Also keep close watch on
CPU Ready metrics. An increase there will degrade the performance of the VM. This means the
vCPU allocation is too high and should be reduced.

The use of (host and VM) monitoring solutions can be leveraged to help determine if additional

resources need to be allocated, or if resources should be reduced. One such solution is provided by
VMware under the vRealize product set.
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VMware Networking Best Practices

Best

For an overview of networking in a VMware environment, see the vSphere Networking guide at the
following location:

http://pubs.vmware.com/vsphere-60/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-
60-networking-guide.pdf

Practices for Working with Snapshots

VMware snapshots are not backups. A snapshot file is only a change log of the original virtual disk.
Do not rely on it as a direct backup process. Every bit change is recorded from the point where the
snapshot is taken. The size (MB/GB) of the snapshot will continue to grow the longer it remains.

The virtual machine is running on the most current snapshot, not the original virtual machine disk
(VMDK) files.

After creating a snapshot, the VM must read all information from the original image, plus the
information in the change log. This inherently introduces performance degradation. Performance is
further impacted if additional snapshots are created of the same VM. For this reason, it is best to
avoid using snapshots with Avid virtual machines.

VMware recommends only a maximum of 32 snapshots in a chain. However, for better performance,
use only 2 to 3 snapshots.

Do not use a single snapshot for more than 24-72 hours.

For additional information on working with snapshots, see “Best Practices for virtual machines
snapshots in the VMware Environment” on the VMware Knowledge Base:

http://kb.vmware.com/selfservice/microsites/microsite.do

Search for article ID 1025279.
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IEJ Creating Avid Interplay Production Virtual
Machines

This chapter describes how to create a VM (virtual machine) that is optimized for Interplay
Production software with a VMware vSphere Web Client. This chapter describes how to create a VM
with a VMware Web Client.

Creating a New Virtual Machine
Powering on the VM for the First Time
Creating a Template

Creating a Customization Specification

Creating a New Virtual Machine

The procedure for creating a new VM with the vSphere Web Client is discussed in this topic.

To create a new VM with the Web Client:

. Open a web browser and log into the vSphere Web Client.

The web client can be accessed by navigating to: https://<vSphere server IP address or
hostname>/vsphere-client.

. Select the “Hosts and Clusters” option on the left side of the interface.
3. Click the arrows on the left to expand the tree and explore your vSphere environment.

. Once you have selected a location for your new VM, right click on the tree and select “New

Virtual Machine” as shown in the following illustration.

vmware® vSphere Web Client  #=

Navigator X E| bsiautovmware1.global.avidww.com Actions -

4 Home O JGettingStarted|Summary Monitor Manage Related Objects
(@ |2 8 @
~ [ BSI-VC global avidww. com

w [Ig Burlington_Central_R&D

o g | |
@ Actions - bsiautovmw are1.global avidw w . com

» @& Archive En

b & DB Migratic MNew Virtual Machine B Mew Virtual Machine...
» @ IP Engine MNew vapp [ @ Mew VI fram Library...
» @ Media Sen ¥ New Resource Pool.. 4

» 6 Transfer E1 ?"1 DEmD'j" OVF TEmplEtE...



Creating a New Virtual Machine

The New Virtual Machine wizard opens.

31 New Virtual Machine

1 Select creation type Select a creation type

How wonild yoi like to create a virnal maching?

1a Select a creation type

2 Editsettings Create a new virtua machine This option guides you through crea
machine. You will be able to custorr
network connections, and storage. Y

Z2a Selecta name and folder

Deploy from template

2b Select a compute resource Clone an existing vitual machine guest operating system after creatio
2c Select storage Clone virtual machine to template

2d Select compatibility Clone template to template

2e Select a guest 05 Convert template tovirtual machine

2f Customize hardware

3 Ready to complete

5. On page 1a, select the “Create a new virtual machine” option. Then click Next at the bottom of
the page.

6. On page 2a, give the VM a name and select a folder for it to be listed under. The click Next.

51 New Virtual Machine

Select a name and folder
Specify a unique name and target location

1 Select creation type
v 1a Seled a creation type

2 Edit settings Enter a name for the virtual machine.

a Seled a name and folder |"*’9b3”9”f'”*'”
Vitual machine names can contain up to 80 characters and they must be unigue within each vCenter

2b Seled a compute resource

2t Selecistarage Select a lccation for the virtual machine.
2d Seled compatibility | @ Search |
2e Seleca guest O3 « [5] BSI-VC.global avidww.com -

iz Burlington_Central_R&D
» EARI-WGT

b [ Administrative Vs

p [JAutobots
p [1B3-Scalar
[ B3

2f Customize hardware

3 Ready to complete Select a datacenter or WM folder

machine in.

p [1BSI-Misc
p [ bsi-vmhost1
b [1BSI-YMs
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Creating a New Virtual Machine

7. On page 2b, select the compute resource the VM will reside under. This can be either a host, a
cluster, or a resource pool. Then click Next.

31 New Virtua! Machine

(2) W
1 Select creation type Select a compute resource
Select the destination compute resource for this operation
LV 1a Selecl a creation type
2 Edit settings
| Q |
v 23 Selecianame and folder ; :
+ [ Central_R&D_Lab +
@ bsi-esxi01.global avidww.com
2c Selectstorage bsi-esxi02.global avidww.com
@ _ ) g T ’ Select a cluster, host, vApp or resource pool to ran this
2d Seled compatibility @ bsi-esxi03.global avidww.com virtual machine.
se Selecia guest 08 » & Administration
» @& Autobots
2f Custormize hardware » @ B3-Scalar
3 Ready tocomplete » &) B3-VMa
& BS Ms
} @ Platform_Integration_Lab
» & WGT
o B e ~eT .
Compatibility:
0 Compatibility checks succeeded.
Back Hext Cancel

8. On page 2c, in the Select storage pane, select where the VMs files will reside (datastore). Then

click Next.

1 New Virtua! Machine

LM

1 Select creation type

Lv 1a Seled a creation type

2 Edit settings
' 2a Selecia name and folder
LV 2b Seled a compute resource

2d Seled compatibility

2e Selecla guest 05
21 Customize hardware

3 Heady to complete

Select storage
Select the datastore in which to store the configuration and disk files

WM Storage Palicy: | Datastare Default | T | i ]

The following datastores are accessible fromthe destination resource that you selected. Select the destination datastore for the

virtual machine configuration files and all of the virtual disks.

Mame Capacity Provisicned
@ Storage_Clustert 404 TB 253TB
B vMware04-Util 49975 5B 1.07TB
1

[] Disable Storage DRS for this virtual machine
Name Capacity Provisioned
B vMware05 1.017TB 2187TB
B vMware01 1.017TB 316 TB
A ViMwaran? 101TA 100 TR

Compatibility:

0 Compatibility checks succeeded.

Fiee Type Storage DR
15178 Enabled *
13351GB VMFS 2
L3
Fize Type Thin Prowisi: ©
424 .83 GB YMFS Supportec
265.89 GB YMFS Supportec
200 43 CA VMFS Snnnnrter
Back Hext Cancel
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Creating a New Virtual Machine

Depending on how your datastore is configured, you could have multiple options such as a
storage cluster composed of multiple datastores presented from a SAN, or a single datastore
that’s either on a SAN or local to the host.

If you have different tiers (or performance levels) of datastores, be sure to select the appropriate
option for your configuration. Storage tier examples could include a set of large, but slower
spinning disks or a set of fast but smaller solid state devices. Depending upon your configuration,
VMs can be migrated to a different datastore later with Storage vMotion, a licensed option
included in vSphere Standard Edition and higher.

9. On page 2d, select the compatibility option as “ESXi 6.5 and later.” Then click Next.

4 New Virtual Machine

1 Select creation type

Select compatibility
Select compatibility for this vitual machine depending on the hosts in your ervironment

v 1a Selecta creation type

This vitua machi
available in ESXi g ESX/ESXi 4.0 and later

2 Edit setfings The host or cluster supports more than one Vidware virtual machine version. Select a compatibility for
v 2a Selecta name and folder
L4 2b Selecta compute resource Compatible with: | ESXi 6.0 and later | h 4 |
'  2c Selectstorage ESX/ESXi 3.5 and later
v

2d Select compatibility

ESXi 5.0 and later

2e Selecta guest 0SS

2f Customize hardware

ESXi 5.1 and later
ESXi 5.5 and later

3 Ready to complete ESXi 6.0 and later

> m

The ESXi host servers (and vCenter Server) are already at version 6.5. Otherwise, this option would
not be present. Even if the vCenter Server is at version 6.5, if the host is not, the highest compatibility
option available will match the host version.

10. On page 2e, select the Guest OS Family and Version from the options available. Select
“Windows” and “Microsoft Windows Server 2012 (64-bit).” Use this selection for Windows
Server 2012 R2. Then click Next.

Windows Server 2016 and Windows Server 2019 Standard is also supported. The Interplay Engine
cluster supports 2016 starting at Interplay Engine 2018.11.

It is critical to correctly set the Guest OS Family and Version at this time. This influences what
packages are installed for the VMware Tools. Incorrectly setting these parameters can cause
issues including performance degradation and stability issues.
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Creating a New Virtual Machine

31 New Virtual Machine

Salect a quest 05
Choose the guest OS that will be installed on the virtual machine

1 Select creation type
v 1a Select a creation type

2 Edit seftings Identifying the quest operating system here allows the wizard to provide the appropriate defaults for tt
'  2a Selecta name and folder installation.
v 2b Select a compute resource
v 2c Selzct storage CaaSEOET ety | Windows | & |
o sl enmpakbie Guest OS Version: | Microsoft Windows Server 2012 (G4-bit) 3
v

2f Customize hardware

3 Readyto complete

The next group of settings (steps 9 through 16) apply to customizing the VM hardware.
11. On page 2f, expand the CPU listing and do the following:

a. Set the CPU count to 2.

b. Set the “Cores per Socket” count to 2.

c. Make sure that the “Enable CPU Hot Add” check box is deselected.
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Creating a New Virtual Machine

d. Select “Hardware virtualization: Expose hardware assisted virtualization to the guest OS.”

If you have Enhanced vMotion Compatibility (EVC) mode enabled or plan to enable this
feature in the future, do not select this setting.

In the wizard, “CPU” refers to the vCPU.

¥ New Virtual Machine

L 8L L«

1 Selec! creation type Customize hardware

Confiqure the virtual machine hardware

1a Select a creation type

2 Edit settings

| Virtual Hardware | VM Options | SDRS Ruies |

2a Select a name and folder

~ [ *CPu
2b Select a compute resource

2 Select storage Cores per Socket ()

CPU Hot Plua (%)

2d Select compatibility

|2 |~| @

|v| Sockets: 1

|2

[+ Enable CPU Hot Add

2Ze Selecta guest 08 Reservation
2f Customize hardware Limit
3 Ready to complete Stres
CPUID Mask

E |vi|MHz v
‘Unlimited |v| [MHz ||
|N0rma| |v| -

|' Expose the NXXD flag lo guest | - | Advanced..

Hardware virtualization (*)

E Expose hardware assistedvirtuahization to the guest s

Performance counters

Scheduling Affinity

CPUMMU
Virtualization

=

36

] Enable virtualized CPU performance counters

Hyperthreading Stetus:  Active

Available CPUs: 96 (logical CPUs)

Select logical processor affinity for this virtual machine.
Use - for ranges and ', lo separate values. For examgle, 0, 2, 4
processors 0,2, 4 5, 6and7.

Clear the string to remove affinity seftings.

| Automatic

ESXi can automatically cetermine if a virtual machine should use

virtualization based on the processor type and the virtual maching
workloads, overriding the automatic selection can provide better |

Mote: If a selected setting is not supported by the host or conflicts
machine settings, the setting is ignored and the "Automatic” sele

Notice that when a menu item is altered, the color of the menu option changes from blue-gray to
yellow and an asterisk (*) appears to the left of the menu option.



Creating a New Virtual Machine

12. Expand the “Memory” listing and do the following:
a. Set the memory amount to what has been listed for the VM you are building.

& The MB / GB menu defaults to MB (megabyte). Make sure to adjust this to GB (gigabyte).

b. Check the Enable box for Memory Hot Plug.

421 New Virtual Machine (2} p

1 Select craation type Customize hardware

Configure the virtual machine hardware
L4 1a Selecta creation type

Z Bl SCH | virtual Hardware | VM Options | SDRS Rules |

' 23 Selectaname and folder =
'  2b Selecta compute resource i |2—|v| i
' 2c Belect storage ~ . “Memory
v 2d Selectcompatibiliy ( AL 12 |- [cB |~] )
+  2e Selecta guest0S Resenvation | 0 |v'| [ 1B |v_'|
2f Customize hardware |:| Reseme all guest memory (All locked)
3 Ready to complete Limit | Unlimited |v| [ mB |v|
Shzres |.W|v.| 12288 :v
(Memow Hot Plug (%) [¥1 Enable )

13. Expand the “New Hard disk” listing and do the following:
a. Change the size to 80GB (this is the C drive).
b. Change the Disk Provisioning to “Thick Provision Eager Zeroed.”

# New Virtual Machine

Customize hardware
Configure the virtual machine hardware

1 Select creation type
L 1a Select a creation type

& ESiL Setings | irtual Hardware | VI Options ‘ SDRS Rules |

' 23 Belectaname and folder
Lv 4 2b Select a compute resource IRy | - | & | o
+  2c Select storage » B “Memory | 12 | +||cB | i
+  2d Select compatibility G &= *New Hard disk 80 % |' CB | - )
»  Z2e Zelectaguest03s Maximum Size I
2f Customize hardware A Maximum virtual disk size will not be validated

IT datastore cluster I1s selected as storage.

3 Ready to complete

VM storage palicy | Datastore Default |~ ®
Location | Store with the virtual machine | - |
Disk Provisioning () Thick provision lazy zeroed

(*) Thick provision eager zeroed
() Thin provision

Shares Marmal | - | 11000

Limit-10Ps Unlimited z|
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Creating a New Virtual Machine

14. In the “New CD/DVD Drive” listing, select Datastore ISO File.

After you select Datastore ISO File, a dialog box opens. Select the ISO file to use. Then click
OK.

Datastores Contents Information

» (VMware05 (& en_windows_s... Mame: en_windows_st
» B Viwaren1 |5 en_windows_s. . Size: 3.98GB
b B VMware02 [& en_windows_8.. Modified: 4272015 1:22 P

» B VMware03 [& en_windows_7..
» [ VidwarelSo
b [].naa.603bed3Mededb1faas1c52c9d051067
p T JvCenter Installers ||
b £.sdd.sf

p T jLinux Installers
b [T vSphere-HA

» [ SysLog

b B ViMware04-Util

» [Jvmimages

File Type: [13{:-1mage{*.iso} |~

% 1t is common is to have OS install images (ISO files) on a datastore that the host can see and use.
This is an option that allows for faster installs since the CD/DVD performs at storage speeds (the
same or similar to the virtual drive speeds).
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Creating a New Virtual Machine

15. Expand the “New Network™ listing and do the following:

a. Select the port group where the VMs will get their network connections.

b. Check the “Connect At Power On” box.

c. Select “VMXNET 3” for the Adapter Type.

T3 New Virtual Machine

1 Select creation type Customize hardware

v 1a Select a creation type

Configure the virtual machine hardware

2 Edit settings

DirectPath /0

MAC Address

Shares

Reservation

[mmia_{Ha_mu_v_a{e VN Options | SDRS Rules

' 23 Szlecta name and folder
+  2b Sslecta compute resource » M “Memory
v 2c Select storage b o *New Hard disk
«  2d Szlect compatibility » &, New SCSI controller
v  2Ze SclectaguestOS ~ [ *New Network
bl 2T Customize hardware Status

3 Ready to complete PortID

Adapter Type

‘12 ‘._| | GB |._|
80 E] |'_ B |+
LSI Logic SAS

G Wi Met acsvirt 160 (dvSwitch)

ED)

[ Connect Al Power On

C[ VIXNET 3 B )
[ Enable
|| Automatic | -
| Mormal | v| 50 | =

E |+ | [mois |+]

16. Delete the New Floppy Drive listing by clicking the x on the right of the page.

¥ New Virtual Machine

Customize hardware
Configure the virtual machine hardware

1 Select creation type
L 1a Select a creation type

= EGitestigs [ virtual Hardware | Vi Options | SDRS Rules |
v 2a Select aname and folder -
» [ *cPu |2
«  2b Select a compute resource
v 2c Select storage » B *Memory ‘ =
"  2d Select compatibility » (2 New Hard disk 40
v 3 Mew SC3I1 controller L3l Logic SAS

2e Select a guest0S

stomize hardware

3 *New Network

[ VM Net VLAN 150 (cvSwitch)

3 Ready to complete v ,@ *New CDIDVD Drive

[ Datastore 130 File

-] ®

|~ (e8|~

EHe |-
‘v| [ connect..
v | ¥ Connect...

C [ Mew Floppy drive

\' Client Device

& il G D)

» [H video card

| Specify custom settings ‘ -

b o7 VMCI device
» (@) Mew SATA Controller

» Other Devices

17. Click the VM Options tab.
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Creating a New Virtual Machine

18. Expand the “Boot Options” item and check the “Force BIOS setup” box. Then click Next.

1 Select creation type Customize hardware
Configure the vitual machine hardware
1a Selecta creation type

2 Edit settings Virtual Hzrdware | WM Options | SDRS Rulzs ]

2a Selecta name and folder

» Generzl Options VM Mamza: \webclientyM1
2b Selecta compute resource
Whware Remote Console [ ] Lockthe guest operating system when the last remote userc
2c Select storage b Options
2d Selectcompatibility v VMware Tools Expand for ViMware Tools seftings
2e Selecta guest O3 b Power management Expand for power management settings
2f Customize hardware ~ *Boot Options
e LB Firmwzre Choosewhich firmware should be used to boot the virtual mach
| BIOS (rzcommended)
Boot Delay Whenevzr the virtual machine is powered on or reset, delaythe |
l[J ;' milliseconds
(Force BIOS setup (%) [+ The rext time the virtual machine boots, force entry into the%
Failed Boot Recovery [] when the virtual machine fails to find a boot device, automatit
10 - seconds
v Advanced Expand for advanced settings
v Fibre Channel NPV Expand for Fibre Channel NPIV settings
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19. Review your settings.

Creating a New Virtual Machine

31 New Virtual Machine

1 Select creation type
L4 1a Select a creation type
2 Edit settings
2a Selecta name and folder
2b Select a compute resource

2c Select storage

2e Selectaguest 03

2f Customize hardware

3 Ready to complete

v
L'
vy
L' 2d Select compatibility
v
L'
vy

Provisioning type:

Wirtual machine name:

Folder:

Resource pool:

Datastore:

Guest 05 name:

CPUs:

Memuory:

MICs:

MNIC 1 network:

NIC 1 type:

SCSI controller 1:

Create hard disk 1:
Capacity:

Datastore:

Wirtual device node:

Mode:

Create a new virtual machine

webclientyi1

BSI-3.3_VMs

BSI_3.3 VMs

Storage_Cluster! MiMware(03] (Recommended)
Microsoft Windows Server 2012 (G4-bit)

2

12 GB

1

WM Met acsvirt 160 (dvSwitch)

WMXMNET 3

LSl Logic SAS

MNew virtual disk

80.00 GB

Storage_Cluster! WMMware03] (Recommended)
SCSI{0:0)

Dependent

In this example, only one hard disk is specified. The secondary (or D) drive on the VM is not
specified. If you are creating a template, this is not necessary. You can add a drive during or after
deployment of the template. If you want to add the secondary drive, complete the following

steps.

% 1t is common to build a VM for a template that specifies a smaller C drive, and no D drive. The C
drive needs to be large enough to handle the OS being installed (Windows) without having any
issues, such as 40GB for Windows Server 2012 R2 or Windows Server 2016 or 2019 Standard.
During deployment, you can increase the size of the C drive and then expand it to fill when the VM is

ready for use.

20. Do one of the following:

p  Click the Back button to return to that category.

P Select the “2f Customize hardware” line to the left to get back to that category
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Creating a New Virtual Machine

21. From the “New device” pulldown menu, select “New Hard Disk.” Then click Add.

91 New Virtual Machine

1 Select creation type Customize hardware

v 1a Select a creation type

Configure the vitual machine hardware

2 Edit settings

[VmaTHE,TQ“@& VM Options ‘ SDRS Rules I

' 23 Selecta name and folder
+'  2b Selecta compute resource » B “Memory
v 2c Select storage b 22 *New Hard disk
v 2d Select compatibility » &, New SCSI controller
v  2e Selecta guestOs ~ [EH *Mew Network
b 2f Customize hardware Status

3 Ready fo complete Part D

Adapter Type

DirectPath /0
MAC Address
Shares
Resenvation
Limit

~ (@) *New CD/DVD Drive

‘v.| (B

| 12 |.'|
|80 _E] (B |.'|
LS! Logic SAS

| VM Met acsvirt 160 (dvSwitch)

|v|

[ Connect At Power On

| VMXNET 3

|' Automatic |v|

d
[] Enable
[ Mormal |v| 50 |-
B |+ [moits |+
| Unlimited |v'| [ Mbitis

|v|

| Datastore ISO File

|v|

(New device: [

) Mew Hard Disk
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Creating a New Virtual Machine

The “New Hard disk” listing is added to the bottom of the virtual hardware list, as shown in the
following illustration.

L\ﬁ_mia_iHa_rdwaa'e VM Options | SDRS Rules |

v [ *cpu (2 - @

» W *Memory ‘12 |v| | GB |v|

» {2 *New Hard disk 80 EHes |-

» BB, New SCSI controller LSl Logic SAS

» [ *New Network | VM Net acsvirt 160 (dvSwitch) | +| M Connect..
v (@) *New CDIDVD Drive | Datastore 1SO File |+ | M Connect..
» [@ video card | Specify custom setings | - |

b o2 VMCI device
b (@) New SATA Controller

v Other Devices

G;ﬁ, New Hard disk |50 Ej les =] )

Maximum Size MIA

A Waximum virtual disk size will not be validated
if datastore cluster is selected as storage.

WM storage policy | Datastore Default |~ | @
Location | Store with the virtual machine | v'|
Disk Provisioning () Thick provision lazy zeroed

(=) Thick provision eager zeroed
() Thin provision

Shares | Normal |v| 1000 |

Limit- 10Ps "Unlimited ]

Virtual flash read cache 0 | GB |~ | Advanced

Virtual Device Node | New SCSl controll... | ~ | | SCSI(0:1) |+ ]

Disk Mode [ Dependent l~ | @ i

22. Change the size to match the requirements and set the “Disk Provisioning” according to the VM
being created.
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23. Review all the settings again.

T3 New Virtual Machine

Creating a New Virtual Machine

1 Select creation type Provisioning type:

«'  1a Selectacreation type Viirtual machine name:

2 Edit settings Eolder:

23 Select a name and folder Resource pool;

2D Select a compute resource Datastare:

2c Select storage Guest 08 name:

v
v
v
v 2d Select compatibility
v
v
v

CPUs:
Z2e Selecta guest 0S5 Memory:
2f Customze hardware MICs:

MIC 1 type:

SCEl contraller 1:

Create hard disk 1:
Capacty:
Datastore:

Virtual device node:
Mode:

Create hard disk 2:
Capacty:
Dratastore:

Virtual device node:

Mode:

Create a new virtual machine

webclientyVi1

BSI-3.3 VMs

B3l_3.3_WMs

Storage_Cluster MMware03] (Recommended)
Microsoft Windows Szarver 2012 (64-bit)

2

12 GB

1

WM Met acsvirt 160 (dv3witch)

WMXNET 3

L3l Logic SAS

MNew virtual disk

80.00 GB

Storage_Cluster! MNware03] (Recommended)
SCSI0:0)

Dependent

MNew virtual disk

50.00 GB

Storage_Cluster1 MNware03] (Recommended)
SCSI0:1)

Dependent

24. If everything is correct, click the Finish button and the VM is created.

25. Continue to the next section, “Powering on the VM for the First Time” on page 45
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Powering on the VM for the First Time

After powering on the VM, you need to change some settings in the BIOS. Then install the operating
system and the VMware tools.

To power on the VM, set up the BIOS, install the operating system, and install the VMware
tools:

1. In the Device Status section of the vSphere Web Client, do one of the following:

» Ifthe VM is not powered on, ensure that the check box for “Connect at power on” is
checked.

» Ifthe VM is powered on, select the “Connected” check box.
2. Power on the VM and make the BIOS setting changes shown in the following illustration.

File View VM

= 0lp B8 G B &

3. Remove the floppy drive (Legacy Diskette) from BIOS. Even though it has been removed in the
virtual hardware, it needs to be removed from the VM’s BIOS as well. Use the space bar to cycle
through the options until the Legacy Diskette A is listed as Disabled.
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Powering on the VM for the First Time

4. Select the Boot tab and set the virtual BIOS boot order for the VM as shown in the following
illustration.

Ren_muah le ]jeu ices

i
Enter

5. When done altering the BIOS settings, use the Exit menu or press F10 to “Save and Exit.”
The VM automatically reboots.
6. Complete the operating system installation.

7. Install VMware tools. See the VMware documentation for details.
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Creating a Template

After creating the VM, changing BIOS settings, and installing the OS, you can create a template.
Creating a template saves you much time and effort. Depending on the performance/specification of
your SAN, deploying a new VM from template can take 5-10 minutes (from initiating the creation, to
having a VM ready for additional installs). This includes having the VM bound to a domain, given a
new IP address (static or via DHCP), and the name changed (typical is having the localhost/DNS

name match the VM name).

For example, you should use a template if you are going to create a Microsoft cluster for the Interplay
Engine, as described in “Creating an Interplay | Engine Failover Cluster Using VMware Hosts” on

page 52.

The ability to create a template is only available with vCenter and licensed VMware host servers
(ESXi). This feature is available even with the 'Standard Edition’ license.

To convert a VM to a template:
1. Log in to the vSphere Web Client.

2. Right-click the VM you have created and select Template > Convert to Template.

In the following illustration, the VM resides in the Templates folder.

| FPower
Havigator | Guestos
<4 Home Snapshots

(0 |?| g | [P Open Console

+ [ BSIVC.global.avidww.com (5 Migrate...
vEIurIington_CentraI_R&D Clone

p CIMSCS_training

» TPlatform_Integration_L

[ Templates
SFW2012r2_tem

[ 2012rR2vh10
L;l] acsvirt_win7_templ Update Manager

vmware: vSphere We LG RN T E: G e

p CIABT-WGT Template

» EAA51_WGS Fault Tolerance

» [ Administrative VMs

» CIASEK_VMs WM Policies

» [ Autabots Compatibility

» EAvid_M3CS

» EJB3-Scalar Export System Logs...

» [1BSI-AUto-YMs & Edit Resource Settings...
» CIBSI-Misc {3 Edit Seftings...

» Cbsi-vmhostt e

» CIBSI_VMs

» EJBUR-SHI Rename...

» ECETMedia Composes Tt Notes...

b EIDISA_STIG Tags & Custom Aftributes
» [Discovered virtual matg Add Permission...

» TIMC-Dev Alarms

Remove from Inventory
Delete from Disk

AllVDP 6.1 Actions
AllwRealize Orchestrator plugin Actions

[B

Actions v

¥ Wanage Related Objects

BSI-W2012r2_tem
Guest 05 it
» Compatibiity:  ES

r Host: bs

; ole r?’
nsole @

_2 CPU{s), 0 MHz used

|:| 8192 MB, 0 MB memory ac
.40.00 GB

. VM Net WLAM 150 (disconnet
FPower on VM to connect

. 16.00 MB

Additional Hardware

ESXi 6.0 and later (WM version

I T s i A u

3. At the end of the process, the VM is converted to a template.
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Creating a Customization Specification

When you deploy a virtual machine from a template, you can use a customization specification to set

properties such as the computer name, network settings, and license settings. You create a

customization specification by using the Guest Customization wizard. The following procedure lists

important settings for Avid VMs when you run the wizard. For more information, see the VMware

documentation.

To create a customization specification:

1. From the vSphere Client Home page, select Customization Specifications Manager.

2. Click the “Create a new specification” button to open the New VM Guest Customization Spec

wizard.

The following illustration shows the opening page.

["% New VM Guest Customization Spec

¥ 1 Specify Properties N Customization Specification

_ . i Enter a name for the customization specification and selectthe OS5 of the target.
2 Set Registration Information =

3 Set Computer Name Target VM Operating System: | Windows

4 Enter Windows License .
5 Set Administrator Password _ Linux

6 Time Zone Customization Spec Name: imy’ﬁrstspec

7 Run Once Description: first customization spec

& Configure Network
9 Set Workgroup or Domain

10 Set Operating System
Options

11 Ready to complete

3. Proceed through the wizard, entering information based on your environment. In particular,

make sure you specify the following settings:

a. On page 3, “Set Computer Name,” select “Use the virtual machine name.”

& New VM Guest Customization Spec

(7) w

=r Name

# 1 Specify Properties Compute
i i X Enter a computer name that will identify this virtual machine on a network.
¢ 2 Set Registration Information =

ld 3 Set Computer Name () Enter a name:

4 Enter Windows License

5 Set Administrator Password

6 Time Zone Th | be frun C h 1n-.e numeric

7 Run Once (») Use the vitual machine name
If the name exceeds 15 characters, it will be truncated.
& Configure Network

(_J) Enter a name in the Clone/Deploy wizard

+

9 Set Workgroup or Domain

10 Set Operating System

e Argument:

11 Ready to complete
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Creating a Customization Specification

b. On page 5, “Set Administrator Password,” enter the administrator password for the virtual
machine. Select “Automatically logon as Administrator” and select the number of times you
want to log on automatically. This number depends on your environment.

[ New VM Guest Customization Spec (Z) W

+/ 1 Specify Properties Set Administrator Password

B . . Enter the password and auto logon option for the administrator account.
2 Set Registration Information

3 Set Computer Name Password:

wEnEEAE |

4 Enter Windows License Confirm password: Iaaaaaaa| I

L £ < L

5 Set Administrator Password

R EI Automatically logon as Administrator

7 i Ohes Mumber of times to logon automatically; |1 Z‘

& Configure Network

9 Set Workgroup or Domain

0 Set Operating System
Options

11 Ready to complete

c. On page 8, “Configure Network,” select “Manually select custom settings.”

[ New VM Guest Customization Spec 2w

1 Specify Properties Configure Network

i . . Use default network settings or customize properties for each network interface.
2 Set Registration Information

3 Set Computer Name () Use standard network settings for the guest operating system, including enabling DHCP on all network interfaces

4 Enter Windows License () Manually select custom settings )

v
v
v
v
+ 5 Set Administrator Password & . 5
v
v
v

6 Time Zone o
Descripticn |Pv4 Address IPvE Address

RurCnce NICT Use DHCP Not used
8 Configure Network
9 Set Workgroup or Domain

Set Operating System

10 Options

11 Ready to complete

Click the Edit button for the NIC and supply the network information for your environment.
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Creating a Customization Specification

- For IPv4, select “Prompt the user for an address when the specification is used”” and
supply the other IP settings.

NIC1 - Edit Network

IPvd IPvd
Specify IPvd settings for the virtual network adapter.
IPvE
DHS () Use DHCP to obtain an IP address automatically.
WINS (g,- Prompt the user for an address when the specification is used
Use an application configured on the vCente rto generate an IP
Argument:
) Use the following IP settings:
IP Address:
Subnet Mask: | |
Default Gateway: | |
Alternate Gateway. | |
Also supply settings for DNS and WINS.

d. Onpage9, “Set Workgroup or Domain,” select the appropriate option for this customization
specification. For computers that need to be bound to the domain (such as VMs that are used
to build a Microsoft failover cluster), select Windows Server Domain and enter the domain
name. Add a user account that has permission to add a computer to the domain.

[ New VM Guest Customization Spec (2) »
+ 1 Specify Properties Set Workgroup or Domain
X . . How will this virtual machine participate in a network?

" 2 5et Registration Information
~ 3 Set Computer Name () Workgroup: |WORKGROUF'
S S AL TR () Windows Server Domain:
+ 5 Set Administrator Password

i Specify a user account that has permission to add a computer to the domain.
' 6 Time Zone
+ 7 RunOnce Username:
+ 8 Configure Network

¥4 9 Set Workgroup or Domain Confirm Password:

Set Operating System

Al Options

11 Ready to complete
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Creating a Customization Specification

4. On page 11, review your settings. Click Finish to save your changes.

[ New VM Guest Customization Spec () W
v 1 Specify Properties Ready to complete
Review your settings selections before finishing the wizard.
" 2 Set Registration Information
" 3 Set Computer Name Name: myfirstspec
" 4 Enter Windows License 05 Type: Windows
« 5 Set Administrator Password Reagistration Info: User: Avid Organization: Avid
} Computer Name; Use Virtual Machine name

v 6 Time Zone

Product Key:
v 7 RunOnce Server License Mode: Per Server (Maximum Connections: 5)
" 8 Configure Network Administrator Log In: Log in automatically as Administrator
+ 9 SetWorkgroup or Domain Automatic Logons: 1
o 45 Set Operating System Time Zone: (GMT-05:00) New York, Miami, Atlanta, Detroit, Toronto

Options Metwork Type: Custom

(4811 Ready to complete NICT IPvd Prompt user

MICT IPvE Motused

Workgroup/Domain: Workgroup: WORKGROUP

0S5 Options: Generate new security ID

Back i Finish Cancel

The customization specification that you created will be listed in the Customization Specification
Manager.
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Creating an Interplay | Engine Failover
Cluster Using VMware Hosts

The Interplay Engine can be installed and configured as a failover cluster through the Microsoft
Failover Clustering feature in Windows Server 2012 R2. The following topics provide information
for creating an Interplay Engine failover cluster that runs on VMware hosts:

*  Overview of Creating a Virtualized Interplay | Engine Failover Cluster
*  Create the VM Nodes

*  Add Shared Storage Volumes to the First Node

* Add Shared Storage Volumes to the Second Node

* Install and Configure the Microsoft Cluster Service

* Installing the Interplay Engine

*  Configure the Cluster for a vSphere HA and vSphere DRS Environment

Interplay Engine cluster 2018.11 and later supports Windows Server 2016. Note that the Interplay
Engine installer uses a different installation method starting at 2018.11.

Much of the information in this chapter is adapted from Setup for Failover Clustering and Microsoft
Cluster Service, published by VMware and available here:

https://pubs.vmware.com/vsphere-60/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-
60-setup-mscs.pdf


https://pubs.vmware.com/vsphere-60/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-60-setup-mscs.pdf
https://pubs.vmware.com/vsphere-60/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-60-setup-mscs.pdf

Overview of Creating a Virtualized Interplay | Engine Failover Cluster

Overview of Creating a Virtualized Interplay | Engine
Failover Cluster

An Interplay Engine failover cluster for two physical servers and a shared-storage array has been
supported since early releases of Interplay Production. Starting with Interplay Production v3.3, an
Interplay Engine cluster is supported on virtual machines configured and managed through VMware
software.

This chapter provides information that is specific to creating a virtualized Interplay Engine failover
cluster. Several VMware configurations are possible. Avid recommends a configuration consisting of
two virtual machines on two different physical machines (ESXi hosts), as described in “Clustering
Virtual Machines Across Physical (ESXi) Hosts” on page 54.

At times, this guide might refer you to the Avid Interplay Engine Failover Guide for additional
information on process that are common to all installations. Use the following table to determine
which version of the Failover Guide is correct for your Interplay environment.

Interplay Versions Hardware Platform Storage Array Failover Guide

Interplay 2018.11 and Supported DELL and HP HP MSA 2050  http://resources.avid.com/SupportFiles/attach/
later Servers Failover_Guide_Interplay_v2018_11.pdf

Interplay v3.3 through Supported DELL and HP  HP MSA 2050  http://resources.avid.com/SupportFiles/attach/
Interplay 2018.9 Servers Failover_Guide_Interplay_v2018_9.pdf

Interplay v3.3 through Supported DELL and HP HP MSA 2040  http://resources.avid.com/SupportFiles/attach/

Interplay 2018.9 Servers Failover_Guide_WinServer_2012_Nov_2017.
pdf

Interplay v3.3 through AS3000 HP MSA 2040  http://avid.force.com/pkb/articles/en_US/

Interplay 2018.9 and user_guide/

HP MSA 2050  en418451?popup=true&NewLang=en&DocTy
pe=1082&qg=interplay%?20failover%20guide%
20as3000

To help you create the failover cluster, use the check list in “Check List for Creating an
Interplay | Engine Failover Cluster on VMware Hosts” on page 55.
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Clustering Virtual Machines Across Physical (ESXi) Hosts

A cluster of virtual machines across physical hosts (also known as a “cluster across boxes”) protects
against software failures and hardware failures on the physical machine by placing the cluster nodes
on separate ESXi hosts. This configuration requires a shared-storage SAN for the quorum and
database volumes.

The following figure shows a cluster-across-boxes setup, with two physical ESXi hosts and one SAN
(Storage Area Network). This configuration uses the SAN to host the following:

*  Two virtual machines running clustering software.

* A private network connection for the private heartbeat and a public network connection.

* A quorum volume and a database volume.

Cluster Nodes Active/Standby

Cluster Cluster

Node 1

Private Network
LR |
Vay | Public Network

% CPU wx CPU
wx RAM o FUAM
ESXiHOSTO1 ESXi HOST 02
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Overview of Creating a Virtualized Interplay | Engine Failover Cluster

Check List for Creating an Interplay | Engine Failover Cluster on VMware

Hosts

Use the following check list to help you create the Interplay Engine failover cluster.

Interplay Engine Failover Cluster Check List

Task

Section Reference

Q

Q

Determine the networking requirements, hostnames,
and IP addresses for the cluster.

Create two VMs in your VMware host cluster on
shared-storage (SAN).

Configure the network adapters.

Add the shared volumes to the cluster nodes.

Create the cluster and install the Interplay Engine
software

“Preflight Checklist” on page 56

“Create the VM Nodes” on page 57

“Configure the Public and Private Network
Adapters” on page 61

“Add Shared Storage Volumes to the First
Node” on page 69 and “Add Shared Storage
Volumes to the Second Node” on page 70

The installation process is different
depending on your operating system and the
version of the Interplay Engine. See the
following topic for links to the
documentation on the Knowledge Base:

“Overview of Creating a Virtualized
Interplay | Engine Failover Cluster” on
page 53

Configure the hosts and virtual machines for a vSphere “Configure the Cluster for a vSphere HA and
High Availability (vSphere HA) or vSphere Distributed vSphere DRS Environment™ on page 71

Resource Scheduler (DRS) environment

Requirements for Domain User Accounts

Before beginning the cluster installation process, you need to select or create several user accounts in
the domain that includes the cluster. For information specific to the hardware and Interplay version,
read the section “Requirements for Domain User Accounts” in the appropriate failover guide for your
installation. See the links to the documents in “Overview of Creating a Virtualized Interplay | Engine
Failover Cluster” on page 53
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Preflight Checklist

Before you begin to create the cluster, make sure you have the following tasks completed:
*  Domain controller is available for the cluster nodes to join.

* DNS forward and reverse zones are created.

*  All required hostnames are determined.

*  Network TCP/IP properties for all hosts and virtual names are determined.

Use the following checklist to record the hostnames and TCP/IP properties. See “Requirements for
Domain User Accounts” on page 55.

Preflight Checklist

Value Node 1 Node 2
Hostname -lEO1 -|lED2
Domain Name

Public Network Address
Subnet Mask

Default Gateway

Primary DNS

Secondary DNS (optional)

Private Network Address
Subnet Mask

Default Gateway

Primary DNS

Secondary DNS (optional)

IP Engine Virtual Name -IEV

IP Engine Virtual IP Address
Cluster Name -MIEC

Cluster IP Address

Recommended Naming Conventions

SitePrefix-lE01 = Interplay Engine 01

SitePrefix-l1E02 = Interplay Engine 02

SitePrefix-lEV = Interplay Engine Virtual Name
SitePrefix-MIEC = Microsoft Interplay Engine Cluster Name
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Create the VM Nodes

Avid recommends using VMware templates to deploy new VMs. During the deploy process, check
your settings, as described in the following procedure.

& During the deployment, make sure to select Thick Provision Eager Zeroed on the “Select
storage” page.

Prerequisite

Before you can complete the following process, you must create a template from an existing virtual
machine and you must have or create a customization specification. For more information, see
“Creating Avid Interplay Production Virtual Machines” on page 31 and “Creating a Customization
Specification” on page 48.
To create the VM nodes:

1. Open the vSphere Web Client and log in to the vCenter Server.

2. In the vSphere Web Client navigator, click the VM and Templates view.

3. Right-click an existing VM template and select New VM from This Template.

The following illustration shows a template in the Templates folder selected and ready to be
deployed.

vmware® vSphere Web Client  #=

. Navigator b | | BSLW2012r2_template | Actions ~
|_‘ Home _____@ ! |J Summary | Monitor Manage Related Objects
‘ ﬁi @I | a g BSIWI2012r2_template
w [ BSIVC global avidww com Guest 0S: Microsoft Windows Server 2012 (84-bit)
. v [3Burlington_Central_R&D Compatibiity:  ESXi 5.0 and later (VM version 11}
» COAS1-WGT l WMware Tools: Mot running, version:9537 (Current)
» E1ABT_WGS | DMS Name: BSHW2012r2Template
» C_JAdministrative VMs IP Addresses:
p CIASEK_VMs .| Host: bsi-esxil3. global avidww . com
» CAutabots [J] Actions - BSFW2012r2_template F4
> CIAVIG_NSCS | " New VM from This Template_ B e
B3-Scalar 100 ]l
. gEISI e 3 Convert to Virtual Machine. . !
3 -Auto-VMs
e 2@ Clone to Template... 2CPUGE) VM Storage
i g R Clone to Library... 8192 1B VM Storage
» [ bsi-vmhostd 8
» CIBSI_VMs Mave To... 40.00 GB Last Check
» [JBUR-SHI Rename... fer 1 WM Met VLAN 150 (disconnected)
» [CJCETMedia Co Edit Notes... ive 1 Power on VM to connect T
» CJDISA_STIG Tags & Customn Aftributes » |~ Tags
; - 16.00 MB =
[ Dizcovered vi A dT
= g | Add Permission... i St
» TIMC-Deav Additional Hardware
» CIMSCS_fraining REmES o Enton ESXi 6.0 and Iater (Vi version 11)
» []Plafform_Integh Delete from Disk
+IM Tomptlor AIlVDP 6.1 Actions b
% Sz AllvRealize Orchestrator plugin Actions  » i I:I'
acsvirt_wini nrguration
= Lipdate Manager ¥ |
=]
!

BSI-Win08r2
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Create the VM Nodes

As shown in the following illustration, the first page of the Deploy from Template wizard is
displayed.

55" BSIW2012r2_template - Deploy From Template

1 Edit settings Select a name and folder
Specify a unique name and target location

elect a name and folder

1b Select a compute resource Enter a name for the virtual machine.

1c Select storage |dep|05-'fromtemplateexample

1d Select clone options Wirtual machine names can contain up to 80 characters and they must be unique within each vCenter Server VM folder.

2 Ready to complete Select a location for the virtual machine.

Search |

[ BSIVC.global avidww.com
» [lq Burlington_Central_R&D

Select a datacenter or VM folder to create the new virtual
machine in.

4. Proceed through the wizard, checking your settings. In particular, review the following:

a. On page 1c, “Select storage,” select Thick Provision Eager Zeroed.

8% BSI\W2012r2_template - Deploy From Template (2 0

1 Edit settings Select storage
Select the datastore in which to store the configuration and disk files
v 12 Select aname and folder

v 1b Select a compute resource

Selectvirtual disk format. | Same format as source | »

VI Storage Policy: Same format as source @
1d Select clone options Thick Provision Lazy Zeroed

The following datastores g7 o
Thick Provision Eager Zeroed )

at you selected. Selectthe destination datastore forthe

2 Ready to complete virtual machine configura
Thin Provision
Name TTTOVISTOT Fres Type Storage DR
@ Storage_Clustert 76218 540TB 2227TB Enabled ,
1 1 *

|:| Disable Storage DRS for this virtual machine

Mame Capacity Provisioned Fres Type Thin Provisi; *

B VMware07 1.25TB 14178 34368 GB VMF3 Supportec

FA \hhaarans 195 TH 81 TR AR 02 2R VMES: Sunnartar x
Advanced ==
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Create the VM Nodes

b. Onpage 1d, “Select clone options,” review the following

- Select “Customize the operating system.”

Select “Customize this virtual machine’s hardware (Experimental).”

(Optional) Select “Power on virtual machine after creation.” This starts the VM
immediately after you create it in the last step of this deployment.

555 BSI-\W2012r2_template - Deploy From Template

1 Edit settings Select clone options
Selectfurther clone options
"  1a Selecta name and folder

W 1b Select a compute resource ¥ Gustomize the operating system

v 1c Select storage

[ Customize this virtual machine's hardware (Experimental)

t clone options ["] Power on virtual machine after creation
1e Customize guest 05

1f Customize hardware

2 Ready to complete

c. On page le, “Customize guest OS,” select your customization specification.

555 BSI-W2012r2_template - Deploy From Template

1 Edit settings Customize guest 08
Customize the guest OS to prevent conflicts when you deploy the virtual machine

'  1a Selecta name and folder
+ 1D Selectacompute resoUrce  gparating System:  Microsoft Windows Server 2012 (64-bit)
L 1t Select storage Eé 0
L 1d Select clone options e 1 4 Giest 05 Last Modified
A51-WGT7-Win2012r2 Windows 9/16/2015 1:17:40 PM W
1f Customize hardware ASEK-Win2012r2-DHCP Windows 10/29/2015 4:12:13 PM
2 Ready to complete ASBK-Win2012r2-static-216 Windows 10428/2015 41718 PM
ASSK-Win2012r2-static-217 Windows 10/29/2015 4:18:26 PM
AS5k-Win7Pro-217-DHCP Windows 111712015 11:13:25 AM
BSl Server 2012 R2 - DHCP Windows 10/30/2015 3:25:58 PM
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d. On page 1f, “Customize hardware,” review the following:

- CPU listing: Select either 2 or 4 CPU initially, depending on workload.
- CPU listing (expanded): Make sure “Enable CPU Hot Add” is disabled.
- Memory listing: Select the RAM size according to the database size.

- Memory listing (expanded): Enable “Memory Hot Plug.”

Create the VM Nodes

- Network adapter 1 listing: Make sure the correct port group is connected.

e

25 BSIW2012r2_template - Deploy From Template (7
1 Edit seftings Customize hardware
Configure the virtual machine hardware
'  1a 3Selectaname and folder
Vv 1D Selecta compule reSOUICe vzl Hardware | VM Options | SDRS Rules |
L' 1c Select storage
L¥ 1d Select clone options KN EEY |2—|vi o
+ e Customize guest 0S » B Memory | 8132 |v| | mB | =
-tomize hardware » &= Hard disk 1 40 z_l |_GEl |_'|
2 Ready to complete » SCSl controller 0 LSl Logic SAS
3 Metwork adapter 1 | WM Met VLAM 150 (dvSwitch) | - | [ Connect...
» (@) CD/DVD drive 1 | Client Device [~
» M Video card | Specify custom settings | -
» 52 VMCI device
» Other Devices
5. On page 2, “Ready to complete,” review your selections, then click Finish to complete creating
the virtual machine.
' 2% BSIW2012r2_template - Deploy From Template 7 »

v
v
4
v
v
v

1 Edit settings

' 13 Select a name and folder

1b Select a compute resource

1c Select storage
1d Select clone options
1e Customize guest0S

1f Customize hardware

2 Ready to complete

Provisioning type:
Source template:
Virtual machine name:
Folder:

Cluster:

Datastore:

Disk storage:

Guest OS5 customnization

specification:

Hard disk 1 (40.00 GB):

Deploy from template

BSI-W2012r2_template
deployfromtemplateexample

BSl-Misc

Central_R&D_Lab

Storage_Cluster1 VMware01] (Recommended)
Same format as source

BSl Sever 2012 R2 - DHCP

Storage_Cluster? WMware01] (Recommended) (Same format as
source)

Do not add shared cluster disks at this time.

6. Click Finish.

The vCenter server starts provisioning the VM. After the provisioning is complete, add a second
network adapter as described in the next step. This adapter serves as the “private” cluster

network.
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Configure the Public and Private Network Adapters

7. Right-click the VM you just created and select Edit Settings.

8.

9.

In the Edit Settings dialog box, do the following:

a. From the “New device” drop-down menu, select Network. Then click Add.

b. Select the Port Group that is used for the private network (cluster heartbeat) connection.
c. Select VMXNET3 for the Adapter Type.

d. Click OK.

Repeat this procedure to create the second node.

Configure the Public and Private Network Adapters

You configure two virtual network adapters to handle the virtual machine traffic for the cluster:

A private network connection (named “Private”) for the cluster heartbeat

A public network connection (named “Public”) for all other network communication and traffic

For a cluster with virtual machines, both the private and public networks should have complete TCP/
IP configurations with the following:

IP Address
Subnet Mask
Default Gateway
Primary DNS
DNS Suffix

Rename the Network Adapters

You need to rename network adapters on each node to appropriately identify each network.

To rename the network adapters:

1.
2.

~N SN bW

Log in to node 1.
Click Start > Control Panel > Network and Sharing Center.

The Network and Sharing Center window opens.

. Click “Change adapter settings” on the left side of the window.
. Right-click a network adapter and select Rename.

. Type Private for the network adapter and press Enter.

. Right-click the other network adapter and select Rename.

. Type Public for the network adapter and press Enter.

The following illustration shows the Network Connections window with the new names.
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Configure the Public and Private Network Adapters

t_@ » Control Panel » Metwork and Internet » Metwork Connections

T

Organize =

- ] Private s { Public
%g_ BSl.Lab - BSl.Lab

vmxnet3 Ethernet Adapter vmxnet3 Ethernet Adapter #2

Configure the Public Network on Node 1

To configure the public network:
1. Log in to node 1, if necessary.
2. Click Start > Control Panel > Network and Sharing Center.
The Network and Sharing Center window opens.
3. Click “Change adapter settings” on the left side of the window.
The Network Connections window opens.

4. Right-click the Public network connection and select Properties.

The Properties dialog box opens.

Networking | Sharing

Connect using:
E'E vrrnet 3 Bthemet Adapter #2

This connection uses the following tems:

.@ File and Printer Sharing for Microsoft Networks |A

Bl 0105 Packet Scheduler

[ -a. Microsoft Network Adapter Muttiplexor Protocol [
b

4. Link-Layer Topology Discoveny Mapper /0 Driver
o Linle| Topology Discovery Responder
‘ Bl Intemet Protocol Version & (TC| i
\ i |ntemet Protocol Version 4 (TCP/IPvd) _
<1 L | |

| Uninstall | | Properties |

Install...

Description

TCP/IF version &. The latest version of the intemet protocol
that provides communication across diverse interconnected
networks.

oK || cancel
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5. On the Networking tab do the following:
a. Deselect Internet Protocol Version 6 (TCP/IPv6)
b. Highlight Internet Protocol Version 4 (TCP/IPv4) and click Properties.
The Internet Protocol Version 4 (TCP/IPv4) Properties dialog box opens.

Internet Protocol Version 4 (TCP/IPv4) Properties (B4

General |

You can get IP settings assigned automatically if your network supports
this capability, Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically
() Use the following IP address:

IP address: | ; ; 2 |

Subnet mask: | ; : ; |

Default gateway: | : 3 : |

Obtain DNS server address automatically

(®) Use the following DNS server addresses:

Preferred DNS server: | ; : : |

Alternate DNS server: | ; : : |

[ validate settings upon exit

| oK || Cancel |

6. On the General tab of the Internet Protocol (TCP/IP) Properties dialog box, do the following:
a. Select “Use the following IP address.”
b. Enter the IP address assigned to the Public network connection for node 1.
c. Enter the Subnet mask assigned to the Public network connection for node 1.
d. Enter the Default gateway assigned to the Public network connection for node 1.
e. Enter the Preferred DNS server assigned to the Public network connection for node 1.
7. Click Advanced.
The Advanced TCP/IP Settings dialog box opens.
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Advanced TCP/IP Settings E3]

IP Settings | DNS | wins |

DNS server addresses, in order of use:

Add... || Edit... || Remove |

The following three settings are applied to all connections with TCP/IP
enabled. For resolution of ungualified names:

(") Append primary and connection specfic DNS suffixes
Append parent suffixes of the primary DNS suffix
(®) Append these DNS suffixes (in order):

Add... || Edit... || Remaove |

DS suffix for this connection: | |

Register this connection's addresses in DNS
Use this connection's DNS suffix in DNS registration

| oK | | Cancel

8. On the DNS tab, do the following:
a. Select the option “Append these DNS suffixes (in order).”
b. Click the Add button.
c. Enter the DNS suffix for the Public network on node 1 and click Add.

Enter the DNS suffix for the Public network on node 1 in the “DNS suffix for this
connection” box.

&~

e. Select the options “Register this connection’s addresses in DNS” and “Use this connection’s
DNS suffix in DNS registration.”

9. Click OK until you have exited from the TCP/IP Properties dialog box.

Configure the Private Network on Node 1

To configure the private network:
1. Return to the Network Connections window.
2. Click “Change adapter settings” on the left side of the window.
The Network Connections window opens.
3. Right-click the Private network connection and select Properties.

The Private Properties dialog box opens.
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|| | Metworking | Sharing

Connect using:
‘ l'l'-j vrmnetd Ethemet Adapter

This connection uses the following tems:

O .@ File and Printer Sharing for Microsoft Networks

[ 005 Packet Scheduler

[ -2 Microscft Network Adapter Muttiplexor Protocol

[ . Link-Layer Topology Discovery Mapper 10 Driver

[ - Link-Layer Topology Discovery Responder

4. |mtemet Protocol Version 6 (TCP/IPvE)

\ i |temet Protocol Version 4 (TCP/1Pvd) ) i
ks m __ HE

| Install.... | | Uninstall | | Properties |

Allows your computer to access resources on a Microsoft
networl.

oK || Cancel

4. On the Networking tab, do the following:
a. Select Internet Protocol Version 4 (TCP/IPv4)
b. Deselect all other items.

5. Highlight Internet Protocol Version 4 (TCP/IPv4) and click Properties.
The Internet Protocol Version 4 (TCP/IPv4) Properties dialog box opens.
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Internet Protocol Version 4 (TCP/IPv4) Properties .

General

You can get IP settings assigned automatically if yvour network supports
this capability, Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically
(®) Use the following IP address:

IP address: | ; ; : |

Subnet mask: | ; i ; |

Default gateway: | : : : |

Obtain DNS server address automatically

(@) Use the following DMNS server addresses:

Preferred DNS server: | : : 2 |

Alternate DNS server: | ; ; 2 |

[ ] validate settings upon exit

| OK | | Cancel |

6. On the General tab of the Internet Protocol (TCP/IP) Properties dialog box, do the following:

a.
b.
c.
d.

Select “Use the following IP address.”
Enter the IP address assigned to the Private network connection for node 1.
Enter the Subnet mask assigned to the Private network connection for node 1.

Make sure the “Default gateway” and “Use the Following DNS server addresses” text boxes
are empty.

7. Click Advanced.
The Advanced TCP/IP Settings dialog box opens.
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Advanced TCP/IP Settings .

[P Settings [DNS | WINS |

WINS addresses, in order of use:

If LMHOSTS lookup is enabled, it applies to all connections for which
TCP/IP is enabled.

Enable LMHOSTS lookup Import LMHOSTS...

MetBIOS setting

() Default:
Use MetBIOS setting from the DHCP server, If static IP address
is used or the DHCP server does not pravide NetBIOS setting,
enable NetBIOS over TCP/IP.

() Enable NetBIOS over TCR/IP
(®) Disable NetBIOS over TCR/IP

| oK | | Cancel |

8. On the DNS tab, make sure no values are defined and that the “Register this connection’s
addresses in DNS” and “Use this connection’s DNS suffix in DNS registration” are not selected.

9. On the WINS tab, do the following:
a. Make sure no values are defined in the WINS addresses area.
b. Make sure “Enable LMHOSTS lookup” is selected.
c. Select “Disable NetBIOS over TCP/IP.”
10. Click OK.

A message might by displayed stating “This connection has an empty primary WINS address.
Do you want to continue?” Click Yes.

11. Click OK until you have exited from the TCP/IP Properties dialog box.

Configure the Binding Order for the Public and Private Network

To configure the binding order for the networks:

1. On node 1, click Start > Control Panel > Network and Sharing Center.
The Network and Sharing Center window opens.

2. Click “Change adapter settings” on the left side of the window.
The Network Connections window opens.

3. Press the Alt key to display the menu bar.

4. Select the Advanced menu, then select Advanced Settings.
The Advanced Settings dialog box opens.
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Advanced Settings -

Adapters and Bindings | Provider Order |

Connections are listed in the order in which they are accessed by
network services.

Connections:

- Private

Q [Remote Access connections]

Bindings for Public:

.@ File and Printer Sharing for Microsoft Metworks
i Intemet Protocol Version 4 {TCP/1Pv4)
[ i Intemet Protocol Version 6 {TCP/IPvE)
% Client for Microsoft Networks
i Intemet Protocol Version 4 (TCP/1Pv4)
[ -2 Irtemet Protocol Version & {TCP/IPvE)

| ok || cancel |

5. In the Connections area, use the arrow controls to position the network connections in the
following order:

- Public
- Private

6. Click OK.

Configure the Private and Public Network on Node 2

Repeat the TCP/IP configuration procedures you used for node 1 to configure node 2:
*  “Rename the Network Adapters” on page 61

*  “Configure the Public Network on Node 1” on page 62

*  “Configure the Private Network on Node 1” on page 64

*  “Configure the Binding Order for the Public and Private Network™ on page 67

Verify Communication Between Node 1 and Node 2

To verify the connection between node 1 and node 2:
1. From node 1, ping the public address of node 2.
2. From node 1, ping the private address of node 2.
3. From node 2, ping the public address of node 1.

4. From node 2, ping the private address of node 1.

All pings should be successful and return the correct IP address.
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Join Both Node 1 and Node 2 to the Correct Domain

%

After configuring the network information described in the previous topics, join the two servers to
the Active Directory domain. Each server requires a reboot to complete this process. At the login
window, use the local administrator account (see “Preflight Checklist” on page 56).

This can be done as part of the deploy from template task if the Customization Specification setting
includes the relevant information.

Add Shared Storage Volumes to the First Node

You need to set up two shared storage volumes: a quorum disk for the cluster configuration database
and a second disk for the Interplay Production database. Use the following information for the shared
volumes:

Volume Name and Drive Letter Size SCSI ID
Disk 1 Quorum (Q:) 10 GB SCSI Controller 1 (1:0)
Disk 2 Database (S:) 800 GB SCSI Controller 1 (1:1)

To add shared volumes to the first node:
1. In the vSphere Web Client, select the VM used for node 1, right-click and select Edit Settings.
2. Click the “New device” drop-down menu, select SCSI Controller, and click Add.

3. Expand “New SCSI controller” and select Physical from the SCSI Bus Sharing drop-down
menu.

. Click OK. The Edit Settings dialog box closes.

. In the vSphere Web Client, select Edit Settings again.

. Click the “New device” drop-down menu, select RDM Disk, and click Add.

. Expand “New Hard Disk” and select an unformatted LUN of 10 GB to use as the Quorum disk.
. For Compatibility mode, select Physical.

. For New Virtual Device, select SCSI Controller 1 (1:0) and click Next.

10. Click OK. The wizard creates the new hard disk.

11. Repeat this procedure to add the database disk (800 GB) and SCSI Controller 1 (1:1).
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12. Use the Windows Disk Management tool to bring the disks online, initialize the disks, and
format the disks as Quorum (Q:) and Database (S:).

When you initialize the disks, make sure to select MBR (Master Boot Record). Then use the
New Simple Volume wizard to configure the disks as partitions. For more information, see the
Interplay Engine Failover Guide.

The virtual machine used as node 1 is now connected to a public network and a private network with
two virtual switches, and is connected to the quorum disk and database disk on the SAN.
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Add Shared Storage Volumes to the Second Node

To allow shared access to clustered services and data, point the quorum disk and database disks of the
second node to the same location as the first node's disks.

Prerequisites:

Before you begin, make sure you have the following information:
*  The location of the quorum disk and database disk specified for the first node.
*  Which virtual device nodes are used for the disks. These should be SCSI Controller 1 (1:0) for
the quorum disk and SCSI Controller 1 (1:1) for the database disk.
To add shared volumes to the second node:
1. In the vSphere Web Client, select the VM used for node 2, right-click and select Edit Settings.

2. Expand “New SCSI controller” and select “LSI Logic SAS” from the Change Type drop-down
menu.

. Select “Physical” from the SCSI Bus Sharing drop-down menu.

. Click OK. The Edit Settings dialog box closes.

. In the vSphere Web Client, select Edit Settings.

. Click the “New device” drop-down menu, select Existing Hard Disk, and click Add.

. In Disk File Path, browse to the location of the quorum disk specified for the first node.
. For Compatibility mode, select Physical.

. For New Virtual Device, select SCSI Controller 1 (1:0) and click Next.

10. Click OK. The wizard creates the new hard disk.

11. Repeat this procedure to add the database disk and SCSI Controller 1 (1:1)
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Install and Configure the Microsoft Cluster Service

Install the cluster. Refer to the following sections of the Failover Guide:
*  “Installing the Failover Clustering Features”

*  “Creating the Failover Cluster”

*  “Renaming the Cluster Networks in the Failover Cluster Manager”

As your virtual machine is configured for only two networks (Public and Private) you must
ignore any references to “dual-connected” configurations in the Failover Guide

*  “Renaming the Quorum Disk”
*  “Removing Disks Other Than the Quorum Disk”
*  “Testing the Cluster Installation”

See the following section for a link to the appropriate Failover Guide: “Overview of Creating a
Virtualized Interplay | Engine Failover Cluster” on page 53.
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Installing the Interplay Engine

When you are ready to start installing the Interplay Engine, make sure you have the Preflight
Checklist with your networking information available (see “Preflight Checklist” on page 56. During
the software installation, you will be prompted to enter the following cluster-related information:

*  Virtual I[P Address

*  Subnet Mask

*  Public Network Name

e Cluster Name

* Interplay Engine Virtual Name

*  NXN Server Execution Username and Password

Refer to the Failover Guide to install Interplay Production on the cluster nodes. After the installation
you must test the configuration and apply a license. After you have completed the software

installation, continue with “Configure the Cluster for a vSphere HA and vSphere DRS Environment”
on page 71.

See the following section for a link to the appropriate Failover Guide: “Overview of Creating a
Virtualized Interplay | Engine Failover Cluster” on page 53

Configure the Cluster for a vSphere HA and vSphere
DRS Environment

When you use Microsoft Cluster Service (MSCS) in a vSphere High Availability (vSphere HA) or
vSphere Distributed Resource Scheduler (DRS) environment, you must configure your hosts and
virtual machines to use certain settings. All hosts that run MSCS virtual machines must be managed
by a vCenter Server system.

These tasks are described in the following topics:

*  “Enable vSphere HA and vSphere DRS in the Cluster” on page 71

*  “Create VM-VM Anti-Affinity Rules for MSCS Virtual Machines” on page 72

*  “Enable Strict Enforcement of Anti-Affinity Rules (MSCS)” on page 72

*  “Set DRS Automation Level for MSCS Virtual Machines” on page 73

Enable vSphere HA and vSphere DRS in the Cluster

All hosts that are running MSCS virtual machines can be part of a vCenter Server cluster with both
vSphere HA and vSphere DRS enabled. You can enable vSphere HA and vSphere DRS in the Cluster
Settings dialog box.

To enable vSphere HA and vSphere DRS:
1. Browse to the cluster in the vSphere Web Client object navigator.
2. Click the Manage tab and click Settings.
3. Under Services, click Edit.
4. Select the “Turn ON vSphere HA” and “Turn ON vSphere DRS” check boxes.
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5. Click OK.

Create VM-VM Anti-Affinity Rules for MSCS Virtual Machines

For MSCS virtual machines in a cluster, you must create VM-VM affinity or anti-affinity rules. VM-
VM affinity rules specify which virtual machines should be kept together on the same host (for
example, a cluster of MSCS virtual machines on one physical host). VM-VM anti-affinity rules
specify which virtual machines should be kept apart on different physical hosts (for example, a
cluster of MSCS virtual machines across physical hosts).

For a cluster of virtual machines across physical hosts, use anti-affinity rules.

vMotion is supported only for a cluster of virtual machines across physical hosts with pass-through
RDMs. For a cluster of virtual machines on one physical host and a cluster of virtual machines
across physical hosts with non-pass-through RDMSs, vMotion is not supported.
To create anti-affinity rules:
1. Browse to the cluster in the vSphere Web Client navigator.
. Click the Manage tab.
. Click Settings, and click Rules.
. Click Add.
. In the Rule dialog box, type a name for the rule.
. From the Type drop-down menu, select a rule.
. For a cluster of virtual machines across physical hosts, select Separate Virtual Machines.
. Click Add.
. Select the two virtual machines to which the rule applies and click OK.
. Click OK.
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Enable Strict Enforcement of Anti-Affinity Rules (MSCS)

To ensure that affinity and anti-affinity rules are strictly applied, set an advanced option for vSphere
DRS. Setting the advanced option “ForceAffinePoweron” to “1”” will enable strict enforcement of the
anti-affinity rules that you created.
To enable strict enforcement of anti-affinity rules:
1. Browse to the cluster in the vSphere Web Client navigator.
2. Click the Manage tab.
3. Click Settings, and under vSphere DRS click Edit.
4. Expand Advanced Options and click Add.
5. In the Option column, type ForceAffinePoweron.
6. In the Value column, type 1.
7. Click OK.

72



Configure the Cluster for a vSphere HA and vSphere DRS Environment

Set DRS Automation Level for MSCS Virtual Machines

You must set the automation level of all virtual machines in an MSCS cluster to Partially Automated.
When you set the vSphere DRS automation level for the virtual machine to Partially Automated,
vCenter Server will perform initial placement of virtual machines when they are powered on and will
provide migration recommendations for them.

To set DRS automation level:

L.
. Click the Manage tab and click Settings.

AW
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Browse to the cluster in the vSphere Web Client object navigator.

. Under Services, click Edit.

. Expand DRS Automation, under Virtual Machine Automation select the “Enable individual

virtual machine automation levels” check box and click OK.

. Under Configuration, select VM Overrides and click Add.
. Click the + button, select the MSCS virtual machines in the cluster and click OK.

. Click the Automation level drop-down menu, and select Partially Automated.
. Click OK.

VMware recommends partially automated mode for MSCS virtual machines, but there is no technical
restriction which prevents the setting for MSCS virtual machines to be fully automated. If the fully
automated setting is used please tune the migration threshold to suit the workload running on the
MSCS virtual machines.
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